NITSCHE’S PRESCRIPTION OF DIRICHLET CONDITIONS IN THE
FINITE ELEMENT APPROXIMATION OF MAXWELL’S PROBLEM
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Abstract. In this paper we consider the finite element approximation of Maxwell’s problem and
analyse the prescription of essential boundary conditions in a weak sense using Nitsche’s method.
To avoid indefiniteness of the problem, the original equations are augmented with the gradient of a
scalar field that allows one to impose the zero divergence of the magnetic induction, even if the exact
solution for this scalar field is zero. Two finite element approximations are considered, namely, one in
which the approximation spaces are assumed to satisfy the appropriate inf-sup condition that render
the standard Galerkin method stable, and another augmented and stabilised one that permits the
use of finite element interpolations of arbitrary order. Stability and convergence results are provided
for the two finite element formulations considered.
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1. Introduction. The Maxwell equations govern the electromagnetic wave prop-
agation, and hence are involved in many scientific and industrial fields. A continuous
research has been and is being conducted to correctly approximate the solution to
the Maxwell problem by means of a number of numerical techniques, among which
the finite element (FE) method is the most widely used. Some studies dealing with
FE methods for approximating the solutions to time-harmonic Maxwell problems are
[4, 5, 9, 15, 21], and the references therein.

This paper deals with the FE approximation of the following problem: find a
magnetic induction field u : Q@ — R? and a scalar field p : Q — R solution of the
boundary value problem

vWxVxu+Vp=Ff in €, (1.1)
—-V-u=0 in €, (1.2)
nxu=nxu onl, (1.3)

p=p:=0 onT, (1.4)

where 2 is a bounded polyhedral domain of R? (d = 2,3), I' = 99, v > 0 is a physical
parameter (the inverse of the magnetic permeability times the electric conductivity),
u is given and f is assumed to be solenoidal. As usual, the scalar field p is introduced
to impose that the FE approximation to u be solenoidal, since at the continuous level
the solution is p = 0. We call p the magnetic pseudo-pressure.

To the best of our knowledge, this approach was introduced in [20, Formulation
F4], for the study of the Maxwell eigenvalue problem.

A possible strategy for weakly imposing Dirichlet boundary conditions is Nitsche’s
method (see for example [19, 24]) which consists in penalising the difference between
the unknown and its prescribed value on the boundary, with a proper scaling. The
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weak form is obtained without assuming that the test functions vanish on I'; this leads
to a boundary term whose symmetric counterpart is also introduced to preserve the
symmetry of the variational formulation of the problem. In the context of discontin-
uous Galerkin methods, this leads to the well known interior penalty method, usually
attributed to the works [1, 13, 26].

Even though Nitsche’s method is widely applied for interface problems in electro-
magnetics (see, e.g., [23, 25] and references)therein , the number of studies applying
Nitsche’s method to prescribe the Dirichlet boundary conditions in FE approaches
for the Maxwell problem is very few in the literature. A form of Nitsche’s method is
used in [27] where a scattered field formulation of the FE method for Maxwell’s equa-
tions is considered on a so called Huygens’ surface which encloses the scatterer being
located in the free space embedding this scatterer. In this reference, the computa-
tional domain is partitioned into total- and scattered-field regions, and the equivalent
electric and magnetic surface currents are incorporated in the weak form by means of
Nitsche’s method. As for a Nitsche type formulation to directly handle the boundary
conditions in the Maxwell problem, a discrete formulation is proposed in [3], where
the ellipticity of the associated bilinear form in curl-div form (with the inclusion of
Nitsche’s terms) is shown.

In this paper, our main interest is to analyse Nitsche’s method to prescribe the
Dirichlet boundary conditions (1.3) and (1.4) in the FE context, and this is why we
have not considered Neumann-type boundary conditions. This prescription of the
Dirichlet boundary conditions is done for two FE formulations. In the first one, the
Galerkin method is employed and the interpolating spaces for u and p are assumed
to satisfy adequate inf-sup conditions that render the discrete problem stable. These
interpolations can be for example Nédélec’s elements for u and standard nodal con-
tinuous interpolations for p. For the second formulation, we consider that continuous
nodal interpolations are used for both w and p. The Galerkin method in this case is
unstable and one has to switch to stabilised FE formulations. The one we consider
here was introduced and analysed in [5].

The second approach, i.e., the use of continuous interpolations for the magnetic
induction, is of particular interest. It has been well understood since the work of
[12] that on domains with re-entrant corners, the standard Galerkin method that
is applied with a subspace of continuous piecewise FE spaces is prone to producing
non-physical solutions if the solenoidal condition is imposed by a penalty method. In
other words, there are solutions of the Maxwell equations which cannot be properly
approximated with the use of standard conforming FEs. A number of alternatives
with different nature has already been introduced to potentially restore the use of
standard continuous elements [2, 5, 12].

There is also a modelling difficulty in terms of boundary conditions when approx-
imating Maxwell’s problem using continuous nodal elements, and it is related to the
fact of preserving conformity. If a node belongs to two edges (respectively faces in
3D) that are not co-aligned (respectively co-planar in 3D), the only way to guarantee
that the component of the magnetic field tangent to I' is zero is to prescribe all the
components to zero. On a curved boundary, that would imply to prescribe all the field
components to zero at all nodes, unless a C' description of the boundary is used. If
one defines a ‘numerical’ tangent (typically from a numerical normal) and prescribes
the resulting tangent components, conformity will not hold exactly. This sort of vari-
ational crime does not appear using a weak prescription of boundary conditions using
the type of techniques presented in the following sections.
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The paper is organised as follows. In Section 2 the FE approximation to the
problem with exact imposition of boundary conditions is presented. Nothing is new
there, one of the methods is the standard Galerkin method and the other one is the
formulation proposed in [5]. Section 3 presents the application of Nitsche’s method
in combination with the formulations introduced in Section 2. The analysis here
is achieved by a novel strategy of approximate imposition of boundary conditions
which consists of splitting the continuous functions into one function that vanishes
on the boundary and its complement, an idea originally introduced in [10]. Apart
from the presented analysis, the novelty is the combination of Nitsche’s method with
the stabilised formulation introduced in Section 2, which regarding the stabilisation
mechanism is similar but not identical to the discontinuous G alerkin formulation
presented in [22]. Numerical results are presented in Section 4, and finally conclusions
are drawn in Section 5.

2. Two finite element approximations for Maxwell’s problem.

2.1. Continuous problem. Let us introduce some notation. If X is a Hilbert
space of functions defined on €2 where the unknown is sought, its norm is denoted as
I - llx, its dual as X', and the duality by (-,-)q. If A is the space of traces on I' of
functions in X and A’ is its dual, the duality in this case is written as (-,-)p. The L?-
inner product in a domain w is denoted by (-,-),,. The L?(Q)-projection onto a space
X is written as Px. Moreover, inequalities up to dimenstonless constants, independent
also of the discretisation, are written as < and 2 for < and >, respectively.

The differential operator of Maxwell’s differential equations (1.1)-(1.2) can be
written as L([u,p]) = [V X V x u + Vp,—V - u], and then those equations are
L([u,p]) = [f,0]. Let v and ¢ be arbitrary functions with the same regularity as
u and p, respectively. For future use, after appropriate integration by parts and
assuming enough regularity of the functions involved, we get the identity

<£([U,p]), ['U,(]DQ = B([U,p], [1), CI]) - <}—n([uap])vp([v7 Q])>F7 (21)
where

B([u,p, [v.q]) = v(V x u,V x v)a + (Vp,v)a + (Vg,u)o (2.2)

Follw,p]) = WP(V xu),n-u]l, F(u,p]) =V xu,ul, (2.3)

D([v,q]) = [n x v,4], (2.4)

and we have introduced the tangent projection P; on the boundary I', defined for
any vector field a as P(a) = a — (a-n)n. We could also have defined F,,([u,p]) =
[vnxVxu,n-u], D([v,q]) = [P,(v), g]; the expression chosen is due to the boundary
conditions (1.3)-(1.4) that we wish to impose. The need for introducing P; is merely
technical. In the functional spaces where the problem is well posed (see below), only
the tangent component of V x u is well defined, in the sense that it belongs to the dual
space of the trace of n x v on I'. However, since P;(V xu)-(nxv) = (Vxu):(nxv),
we omit the projection P; in what follows.

The variational form of problem (1.1)-(1.4) is well posed in the space X = VxQ :=
H(curl; Q) x H*(Q), where H(curl; Q) is the space of vector fields in L?(€)¢ with curl
in L2(Q)?. The subspace made of vectors v € H(curl; Q) such that n x v =0 on I is
denoted by Vi = Hy(curl; Q), and the subspace of scalar functions in H'(£2) vanishing
on T as Qy = HA(R). The space of traces is A = H~Y/?(divp;T) x HY?(T), the
trace operator being [u,p] — [n x u,pl; for a characterisation of H~/?(divp;T") for
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polyhedral domains and different results about traces of V, see e.g. [8] and references
therein.

To ease the writing of the continuous problem, let us consider for the moment
@ = 0. The general case could be treated using the standard lifting of w to a function
defined on the whole 2. The weak form of problem (1.1)-(1.4), imposing the boundary
conditions in an essential manner, reads as follows: find [u,p] € Xy := Vj x Qg such
that

B([u,pl, [v,q]) = (f,v)e, (2.5)

for all [v,q] € Xy, i.e., [v,q] € X and D([v,q]) = [0,0]. This problem is known to be
well posed, in particular, it holds:

o ey Blwpl )
sl (e, ol allx

> Kp >0, (2.6)

where Kp is a positive constant and

e, pl% = llell¥ + Il

v
lull := VIV x ullfz o) + 5llulliz o),
0

L2
Pl = =~ IVPlIZe ),

where L is a characteristic length of Q. Note that || - ||y is the norm in H(curl; Q)
with adequate scaling coefficients and || - || is a scaled norm in Hg(£2) because of the
Poincaré-Friedrichs inequality. In all what follows, scaling coefficients are introduced
to make all terms dimensionally consistent.

The continuous problem (2.5) is equivalent to the two variational equations:

a(u,v) +b(p,v) = (f,v)q Yv eV, (2.7)
b(g,u) =0 Yq € Qo,
with
a(u,v) :=v(Vxu,Vxv)g, bpwv):=(Vpv).
The inf-sup condition (2.6) is then a consequence of the ‘little’ inf-sup condition

b
inf sup _bpv) > Kp >0, (2.9)

r€Qowvev, [Pllellvllv —
and the coercivity of a(u,v) in Ky = {v € V| b(q,v) =0 Vg € Qo}.

2.2. Galerkin finite element approximation. Let us consider now the Ga-
lerkin FE approximation of problem (2.5). For that, let us construct a FE partition
of Q, T, = {K}, with h = maxg{hx = diam(K), K € T}, which we consider shape
regular. We assume that the domain Q is polyhedral, and that Q = int(Ugcr, K)
for all h > 0, where int(w) is interior of w. From 7}, we may construct now FE spaces
Vho C Vo and Qp o C Qo, i.e., we consider conforming FE approximations. For any
FE function vy, piecewise polynomial of degree k, the following inverse and trace
inequalities hold:

k2
[VonllLz(x) < CinvEHUhHLZ(K)a (2.10)
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k
||Uh||L2(6K) < Ctracelim”UhHIP(K)v (211)
h’K
with the corresponding obvious global counterparts:

k2 k
IVurllz2) < Ciny Z EHUhHLz(K)v lvnllz2(ry < Chrace Z WH%HU(K)-
K K K

To avoid overloading the notation, we shall use the shortcut

> Fhw)llonllzere) = £ |onllzz o),
K

for any function f, understanding that when f(h) is multiplying a global norm, it
should be replaced by f(hx) multiplying the same norm on each K and summing for
K € 7. The same comment holds when the factor of A multiplies an inner product
or a norm of functions defined on I". Note, however, that our results do not assume
that the FE partition is quasi-uniform.

Since we take k fixed in the following analysis, we may consider it absorbed in
the constants Ciy, and Cirace- We will also make use of the inverse inequality:

lvnll Lo (ar) < Cinvh;_((d_l)/QHUh||L2(6K)- (2.12)

We assume in this subsection that spaces V}, o and @}, o satisfy the discrete version
of condition (2.9), i.e.,

inf sup M > Ky >0,

PrEQN0 v, eVi o [PrllQllvnllv
or, equivalently,
Vpn € Qh,O Jvy, € Vi, 0 such that b(ph,vh) > Kb”thQHUhHV- (2.13)

As already mentioned, examples of pairs of spaces satisfying this condition are
those based on Nédélec’s elements to construct V}, ¢ and nodal Lagrangian continuous
elements to construct Q0. In general, condition (2.13) is guaranteed if the diagram

HY(Q) —v, Hy(curl; Q)

lPQh J/th

v
Qho — Vo

)

is commutative (see [14, 7, 16]).
As for the continuous problem, condition (2.13) and the coercivity of a(u,v) in
the discrete version of the kernel Ky also imply the discrete counterpart of (2.6),
which we may write as
V{un, pr] € Vi,o X Qro 3 [Vh,0,qn,0] € Vio X Qno such that
B([wn, pns [vn,0:qn,0]) = Kpll[wn, prlllvxqlllvn.o: gnolllvxq- (2.14)

If this inf-sup condition holds, the following problem is well posed: find [up, pr] €
Vh,0 X Qn,0 such that

a(uh,'vh) + b(ph,vh) = <f,’l)h>Q Yoy, € Vvh}()7 (215)
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b(qn,un) =0 Van € Qh.o- (2.16)

This problem admits a unique solution that depends continuously on the data f.
The exact solution for pp is py, = 0, but introducing it allows one to eliminate the
indefiniteness associated to the curl-curl operator.

We have the following stability and convergence result [6, 21]:

THEOREM 2.1. Suppose that both Vi, o and Qpo are an inf-sup stable pair satis-
fying condition (2.14). Then, problem (2.15)-(2.16) is well posed, in the sense that it
admits a unique solution [un,pp] € Vio X Qn,o that satisfies

Ilwn; palllvxq < [ Fllv-

Furthermore, [up,pp] converges optimally as h — 0 to the solution [u,p] € Vo x Qo
of the continuous problem (2.7)-(2.8), in the following sense:

[[w—un,p—pullvxg S inf [[w—vn,p = anlllvxe- (2.17)
[V1r,qn]EVR,0XQh 0

2.3. Stabilised FE approximation. An alternative to using inf-sup stable
spaces Vj, 0-Qn,0 is to use a stabilised FE formulation. In this case the situation is
somehow particular, as since the solution for the magnetic pseudo-pressure is p = 0,
there is a ‘stabilisation’ term that can in fact be introduced at the continuous level.
Indeed, the solution to problem (1.1)-(1.4) is the same as the solution to

vWWxVxu+Vp=Ff in €, (2.18)
2
@AprWL:O in €, (2.19)
v
nxu=nxu onl, (2.20)
p=p:=0 onT, (2.21)

where the term —LTSAp helps to stabilise the pressure gradient; this problem can be
considered an augmented version of (1.1)-(1.4). However, when the FE approximation
is considered it is also necessary to stabilise the divergence of the discrete velocity.
The final stabilised FE formulation we consider in this paper was introduced and
analysed in [5] and it consists of finding [wp, pr] € Vio X @Qn o such that

a(un,vy) + b(pn, vn) + su(un,vn) = (f,vn)a You € Vi, (2.22)
b(qn,un) + sp(Ph,qn) =0 Van € Qn,o, (2.23)
where
vh? L(%
su(up,vp) = cu?(v “up,V-vn)o,  Sp(Ph,aqn) = —7(Vph,th)Q, (2.24)
0

¢, being an algorithmic constant. Recall that h?(V -uy, V-vy,)q has to be understood
as > e h% (V- up, V- vp) k.
Let us write the bilinear form that defines the problem as

Bs([un, pul, [vn, anl) == B([un, prl, [va, qn]) + su(wn, vr) + sp(pn, n).- (2.25)
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In [5] it was proved directly that problem (2.22)-(2.23) is stable, without the need
of proving an inf-sup condition for Bs. However, this inf-sup condition will be very
convenient in the forthcoming analysis, and therefore we prove it here:

THEOREM 2.2. The bilinear form Bg is inf-sup stable in Vi, o X Qp o in the norm
I lvxo,s defined as

2
1on: anll5xq.s = Ilon anllV g + v 511V - wnlliz o),
0

that is, for each [un,prn] € Vo X Qno there exists [vp, qn] € Vio X Qn,o such that

Bs([wn, prls [Vn, qnl) 2 l[wn, prlllvxo.slVn, anlllvxo,s-

Proof. Let us start noting that

h? L?
Bs([un, pnl, [un, —pn]) = ||V x Uh||%2(sz) + CuVﬁHV : “h”%z(sz) + 70||Vph||%2(9)‘
0

(2.26)

It only remains to obtain control on the L?(2)-norm of uy;. For that, let us consider
its Helmholtz decomposition at continuous level
L3 ,
up, =ug+ —Vr, with V.-ug=0,
v
nxug=nxu,=0, r=0 onl.

Note that, in general, uq & Vj, 0 and 7 € Qp 0.

Since nxug = 0 on I" and V-uy = 0, from the Poincaré-Friedrichs-type inequality
IV x ud||L2(Q) pe L51||ud||L2(Q) and the fact that V x ug = V x uy, (2.26) in fact
implies that

14
Bs([wn, pnl, [un, —pn]) Z VIV X upl|720) + 72 [wall72 ()
0

n? 2 L3 2
+Vfg||v'uh||L2(Q) + 7||Vph||L2(Q). (2.27)

Thus, only the L?() control on Vr is needed.
Let mp,(r) € Qno be an interpolant of order at least one of r € Qy. Since we
require 7, (r) = 0 on T, the Scott-Zhang interpolant can be used. We now have that:

Bs([’uh,ph], [O,?Th(’l“)]) = —%%(Vph, Vﬂ'h(T))Q + (uh, Vﬂ'h(T))Q. (2.28)

Using the H'(Q)-stability of the interpolant and Young’s inequality:
1 aq
(Vor, Vrn(r))e S IVerllzz@IVrlle) < EHVth%Q(Q) + 7\\V7“||%2<Q)~

The second term in (2.28) can be treated as follows:

LQ
(un, Van(r)a = (wa+ 2Vr, Vr) o+ (wy, V(1) = Vr)g
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L2
= D VrllZe) = (V- wn, 7a(r) = o

L2
R Vo) = IV - w2 bl V20
3 1
14

(65 L%
20[2

2 v

Y

vh?

IVrll7e) — Tg”v “up|72e0) — V7220
In the first step we have used the Helmholtz decomposition of uy, in the second step
that ug is divergence free and we have integrated by parts the second term, in the
third step the approximation property assumed for the interpolant and in the last
step Young’s inequality.

Using the last bounds in (2.28) and taking a; and ay sufficiently small, it turns
out that there exists a constant v > 0 such that

Lj 2 L3 2 vh? 2
Bs([un, pal, 10,70 (7)) 2“2 1971320 = 7 (=2 1pnlE 20 + T IV - unlFaqy ).
0
If we now take [vp,qp] = [un, —pp + 0mx ()], with § > 0 sufficiently small, it follows
from this last inequality and from (2.27) that:

2

L
Bs([un, prl, [vn, qn]) Z VIV x uh||2L2(Q) + |“d\|%2(9) + 70HV7’||%2(Q)

v

fg'
h? L2

+v 5V unllie) + = VPnlTe ).
0 v

The L?(Q)-orthogonality of the Helmholtz decomposition yields

v L2 v
f%\|ud||%2(sz) + 70||V7"||2L2(Q) = f%||uh|\%2(sz)a
and therefore Bs([un, pal; [vn; qnl) 2 l[wn, palll}r«q.s- The proof concludes checking
that ||[un, prlllvxo.s 2 [1[vn, gnlllvxo,s, which again is a consequence of the H'(£2)-
stability of the interpolant. O
The following results are directly proved in [5], without using Theorem 2.2:
THEOREM 2.3. Suppose that both Vi, o and Qo are constructed using continuous
nodal based interpolations of arbitrary degree each. Then, problem (2.22)-(2.23) is
well posed, in the sense that it admits a unique solution [up,pr] € Vio X Qno that
satisfies

Iwn, prlllvxq S I Fllv-

Furthermore, [un,pr] converges optimally as h — 0 to the solution [u,p] € Vo x Qo
of the continuous problem (2.7)-(2.8), in the following sense:

[[w—wn,p—pnlllvxes < inf [[w —vn,p — anlllvxeg,s- (2.29)
[Vh,qn]€Vh,0XQhn.0

The error estimates (2.17) and (2.29) are clearly optimal for smooth solutions. In
the case of solutions with Sobolev regularity 0 < r < 1, they are also optimal if the FE
meshes are able to interpolate optimally scalar functions of Sobolev regularity r + 1,
whose gradients are components of w. This happens for example if the FE meshes
are of Powell-Sabin type (see [5] and references therein for further discussion).
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3. Nitsche’s method for Maxwell’s problem. In this section we consider
that both boundary conditions (1.3) and (1.4) are prescribed weakly, without incor-
porating them in the FE spaces. Obviously, we may take w # 0, in general, since now
assuming homogeneous boundary conditions does not introduce any simplification in
the notation.

Here we concentrate on Nitsche’s method, which is well understood. It is applied
first with the inf-sup stable formulation and later with the stabilised one described
earlier. We view Nitsche’s method as a way to prescribe boundary conditions, but it
can also be understood as a way to impose continuity along interior interfaces, as in the
discontinuous Galerkin (dG) method. This is done in particular in [22], where a dG
method is introduced and analysed for the time harmonic Maxwell problem. In fact,
in this reference a similar div-div stabilising term as the one in (2.24) is employed, the
pressure stabilisation being different (see also [17]). We also introduce a symmetric
form of Nitsche’s method, which leads to the so called symmetric interior penalty in
the context of dG methods. Finally, since in our case the solution we wish to find
is p = 0, perhaps it is easier in all cases to prescribe the magnetic pseudo-pressure
strongly, but we e mploy also Nitsche’s strategy in this case, to unify its treatment
with that of the magnetic induction w.

From now on, subscript zero is used for spaces that incorporate homogeneous
boundary conditions, whereas this subscript is dropped if no boundary values are
prescribed.

3.1. Nitsche’s method using the Galerkin FE approximation. Let V} C
V and @, C @ be conforming FE spaces, such that the subspaces V} o C V}, and
Qn,0 C Qp, satisty the inf-sup condition (2.14). For [up, prn] € Vi, x Q) taking arbitrary
values on I', we have the following result:

THEOREM 3.1. Suppose that the FE space Vi, o X Q0 satisfies the inf-sup con-
dition (2.14). Then, if Ly > h for each [up,pr] € Vi, x Qp there exists [vh,0,qno] €
Vh,o X Qn,o such that

v L2
B([un, prl, [Vn,0,qn0]) 2 ||[Uh7ph]||%/xcg - W’EHn X Uh||%2(r) - 772”2%”%2@)’ (3.1)

for a constant v > 0.

Proof. Let Tr = {K € Tp, | 0K NT # 0} and Qr = int(Ugerp. K), i-e., Qr is the
first layer of element subdomains inside €, and let 7 C Tr the subset of elements K
such that 0K NT is an edge if d = 2 or a face if d = 3. Let us also write 0Qr = 'UT.

Let us consider the splitting Qp, = Qn,0 ® Qn,r, where Qo is the subspace of
functions in @, vanishing on I' and @ r its complement, i.e., the space made of
functions in @p which are zero at all the interior nodes of 2. We may split all
functions ¢, € Qn as qgn = qn,0+ gn,r, With gn0 € Qn,o and gnr € Qp,r. We construct
ghr € @Qnr from the degrees of freedom of ¢, € @) on I' and setting to zero all
internal degrees of freedom. In particular, g, r =0 on I'y.

If py, = pn,o + pu,r, for pp r we have that:

1
||Vph,1“||2L2(Q) = Z HVPh,FﬁZ(K) < Z ﬁHPhIHQLw(K)hd
KeTr KeTr

> %”ph,l“

KeTr

= (8KNI) he
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1 d
S Z ﬁth,F”%w(aKﬁF)h
KeT?

1 —(d—
S Z ﬁHPhH%Z(aKnF)h (@=Dp
KeTP

1
S *||ph||2L2(r)- (32)

In the fourth step we have used that for elements K such that 0K N T is a point
(or an edge if d = 3), the norm ||ps.r ‘%OO(SKQF) is bounded by that of the neighbors
that have a whole edge (face, if d = 3) on T, so that this norm can be absorbed by
that of the neighbors (and there are a finite number of these elements with the same
neighbors if the mesh is non-degenerate). In the fifth step we have used (2.12).

For V}, we may proceed similarly. Let V}, = V}, o ® Vi, r, so that each v;, € V}, may
be written as vy, = vj0 + v, and v, € Vi, 1 is constructed such that n x v, =
n X vy on I', i.e., the degrees of freedom associated to I' of n x vy, are set equal to
those of n x vy, and all internal degrees of freedom of v are zero. If needed, we
alsoset vpr-n=0and,ifd=3, nxv,rxn=0onT.

If up, = up 0 + up,r, for up r we have that:

1
IV x up,r \%2(9) = Z IV x Uh,F||2L2(K) S Z ﬁ”uh,FH%’-’O(K)hd
KeTr KeTr
1 1
= Z ﬁ”uh,FHQLw(axmr)hd S Z ﬁ”n X uh,FH%OO(E)KmF)hd
KeTr KeTy®
1 (d—
S Z ﬁ”n X uhH%Z(aKﬁF)h (@D
KeT?
1
< 7 ln < unllfe ). (3.3)

Using similar arguments we easily get that
||uh,1“||%2(9) < bl x uhH%m“)- (3.4)

Given [up,0,Pro] = [Un, Pr] — [Uh,r, Prr] € Vio X Qpo constructed as explained
above, let [vp.0,qn0] € Vio X Qo be the element for which (2.14) holds. We then
have:

B([un,pr], [Vh0,qn,0]) = Kg||[wh,0, Prolllvxqll[Vros anolllvxo

+v(V xupr,V xvp0)a + (Vno, Vonr)a + (Unr, Vano)o.
(3.5)

In the following, o; > 0, ¢ = 1,2, 3, denote constants arising from Young’s inequality.
Choosing ||[vh,0, gn0]llvxo = [l[@h.0, Prolllvxg, we obtain:

B([wnh, pl; [Vh,0: ano]) = Kg|l[tn0, prolllixg
2

v L
- —Vx 2 E—
20 [ th‘HL?(Q) Qo

2 v 2
IVorrllzz o) — m”uh,rﬂm(m

1
- 5(01 + ag + as)\\[uh,ovph,o]”%/xcg
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Taking «; sufficiently small, ¢ = 1,2, 3, and making use of (3.2)-(3.4) we get, assuming
Lo>h= maxK{hK}:
> 2 v 2 L3 2
B([wn, pn; [vn.0, ano]) 2 [uno. prolllv g = Y07 7 X wnllzewy =0 lIpalza(r),
(3.6)

for a constant 79 > 0. Furthermore, using again (3.2)-(3.4) we get:

llen.0:pn.0llls xq 2 Nt pallli o = N[wnr prrllly <o
2

v L
2 fesn 2l g — 1l ey = 1 2l 3oy

for a constant 47 > 0, which combined with (3.6) yields the theorem. O

Estimate (3.1) explicitly displays which terms spoil stability of the problem with-
out boundary conditions. The terms introduced by Nitsche’s method need precisely
to compensate them.

If no boundary conditions are prescribed, from identity (2.1) it is found that the
discrete weak form of the differential equation (1.1) would be

B([wn, pa], [vn, an]) — (Fu([un, pul), D([Vn, an]))r = (vn, o, (3.7)

the different terms being defined in (2.2)-(2.4). For the continuous solution [u,p] €
V x @, there holds

—(Fallon, anl), D(fw, p))r = = (Fa([vn, gu]), D([w, 0]))r,
(D([vn, gn]), ND([w, p]))r = (D([vn, gn]), ND([w, 0]))r,

where IN is a matrix that scales the vector of Dirichlet boundary conditions. The
symmetric version of Nitsche’s method we use is obtained by adding to Eq. (3.7)
these two expressions evaluated with the FE solution [up, pr] € Vi x Qp. Taking the
scaling matrix as

. v L2
N = diag (NuhI, Npho) ,
where N,, and N,, are dimensionless algorithmic constants that need to be determined,
the final problem is: find [up,pp] € Vi X @Qp such that

Bx([wn, prl, [vn, qn]) = Ln([vn, qn]) Vvn, qn) € Vi X Qn, (3.8)

where

Bn([wn, ph, [Vn, an]) = v(V x 0, V X up)a + (vn, Vpr)a + (un, Van)o
— y(n X vp, V X Uh>F - (n : Uh761h>1“

—v(n X up, VX vp)r — (N vy, pp)r
L2
+ Nu%m X Up, M X Up)p — pr—g
v
LN([vaQhD = <vha .f>Q - V<n X ﬁ'7v X vh>F + Nuﬁ<n X Up, M X ﬁ>l—‘
(3.10)

(P> qn)r (3.9)
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Apart from the boundary term arising from integration by parts, the rest of
boundary terms introduced (symmetrisation and penalisation) can be interpreted as
stabilisation terms provided by the sub-grid scales on the boundary in the context of
the variational multi-scale method. This interpretation is introduced in [11].

THEOREM 3.2. Assume that the FE space Vi o x Qp,0 satisfies the inf-sup con-
dition (2.14). Then, for N, and N, sufficiently large, Bx is inf-sup stable in the
norm

2 v L?
1o, anllly o n = v, an]ll¥xo + E”" X Uh||2L2(r) + 72||Qh||%2(r)~

Proof. 1t is trivially checked that |||l o v is indeed a norm in Vi x Q.
Let us start noting that

Bx([wn, pnl, [un, —pn]) = VIV X unF2(q) — 2v[n X wn |l L2y [V X w22y
v 2 L(Q) 2
+ Nuﬁ”” X Uh“L?(r) + NPEth”LQ(F)'

Using the trace inequality (2.11) and Young’s inequality we get, for all a > 0:

v L2
Bx([un, pals [wn, —pa]) 2 VIV X un 220y + Nupln x w72y + Np7}2||ph||%2(F)
1 aCQIa (s}
—2v (20[”’]’1, X ’U;hH%z(F) + #”V X UhH%Q(Q)) .

Taking for example a = h(2CZ

trace

)~! and assuming N, > 2CZ

trace

+ N/, with N/ > 0:

v v L?
B(wn, prl, [un, —pn]) 2 5[V % w720y + Ny lln > w2y + ij;)LthH%Z(r)-
(3.11)

Let now [vn,0,qn,0] € Vho X Qno be the pair whose existence is established in
Theorem 3.1 that satisfies (3.1). Recall that ||[vn,0,qn0lllvxo = ll[@n,0,qnolllvxe <
[l[wn, pr]llvxg- Since i x v, o = 0 and g0 = 0 on I', we have that

Bx([un, pul, [vn,0,qn.0]) = B([un, pal, [vh,0, qn.0])
—v{n X up, V X vh0)r — (N Vho, Ph)r
v L2
R Mwn pallVxq = 73 Im < wnlla iy = v lpnla )
— V<’n, X Up, V X ’Uh,0>p — (n . ’vh’o,ph>r. (3.12)
We may now bound the last two terms as follows:

l/<’n, X uh,V X 'Uh,0>1“ < Z/HV X ’l)h70||L2(p)||'n, X uh”L"‘(F)
Ctrace

< v IV < vnollcz@lln x wnl za)
aj 1 v
< 7”[uh,Ph]||%/><Q + EC&,&CGEHR X uh||%2(r),

and

(n-vp,0,0n)r < |- vpollLem)llon Lz
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Ctrace
S i lvnoll 2 llpnll 2 (0

Q2 2 1, L 2
< EH[uh»ph]”vqu + Ectraceﬁnphnm(r)-

For a; and as small enough, (3.12) yields

Bx([un, pal;s [vh0,qn0]) 2 H[uhvph]”%/xQ -7 EH” X Uh||2L2(r) -7 72||Ph||2L2(r)a
(3.13)

for a constant v* > 0.
Set now [vp, qn] = [wn, —pn] + 0[Vh,0, qr 0], With ¢ small enough (or N/ and N,
large enough). Combining (3.11) and (3.13) it follows that

Bx([wn, pul, (v, an]) 2 [, o1} o.x- (3.14)

The proof concludes after checking that ||[vn, gn]|ly g n < (1+ ) |[wn, Pr]lly g - O
Let us prove two preliminary results to obtain the analogous of Theorem 2.1 when
Dirichlet conditions are prescribed using Nitsche’s method:
LEMMA 3.3. The linear form Lx given in (3.10) is continuous in the norm
H-HVXQN, the continuity constant being bounded as

vy 1

/2 B
1INl e xanamy S IFIv + (5) I x @llzaqry: (3.15)

Proof. For any [vp, qn] € Vi, X Q) we have that:

Lx([vn, qn]) S 1 f v lonllv + viin x @l g2y [V X vall L2y
v ~
+ E”n X |l r2ry|lm X vn| 2y

/2
S Iflvellonlly + 5575
1/2 1/2

v _ v
+ wij ln x u||L2(r)W||n X gl r2(r)

||'I’L X a||L2(F)CtraceV1/2||v X vh”Lz(Q)

/2
S (Iflv: + 27zl x @llza ) on: anlly o

thus proving the Lemma. O
LEMMA 3.4. For any [u,p] € V x Q, let the interpolation error function be

E(u,p;h) = inf D(Ju — @p,p — Pr)), (3.16)

[@h,Pr]EVRXQn
where

(Vh)1/2
Lo ||""UHL2(F)-

D([v,q]) = [v.qllly o + h)/2lIn x V x v||g2(r) +
Then, for all [vy,qn] € Vi, X Qp there holds

inf Bn(lu — ap, p — prl, [vn, < E(u,p; h)||[vn, . 3.17
(i eV X On w([ ho P = Buls [Vn, anl) S E(w,pih)[|[vn, anllly o - (3:17)
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Proof. The terms involving volume integrals and the penalisation terms in By ([u—

’ahap - ﬁh]7 [vhv qh]) are bounded by ||[U - ﬂ‘hvp - ﬁh]||V><Q7N||[vha qh]”\/xQ,Na as it is
immediately checked. For the rest of boundary terms we can proceed as follows:

— 1/<n X vh,V X (u — ﬂh)>F

v\ 1/2 1/2 B

S (5) I xvnlaay wh) 2im <V x (u = an)llzaq),
_ L vh)1/? .

~ (n- = e £ izl (= ) e,

— 1/<n X (u — ﬁh),V X ’Uh>p
1/2 v\1/2 ~
S Coracet [V X vllizgey (3) llme x (u =)oy,

_ < 1/1/2 LO ~
—(n-vn,p—pr)r S CtraccTothHm(Q)WHP — Drllz2(r)-

Clearly, all these terms are bounded by D([w—s, p—Pn))[|[Vn, anllly « g n- from where

Bn([w — @n,p = pn], [vn, an]) < D([w — @n, p = pu]) | [vns an]llv xg x> (3.18)

and the result follows taking the infimum for [@y, pp] over Vi x Q. O

Let &, be the highest order of the complete piecewise polynomial contained in V},
and k), the one of the complete piecewise polynomial contained in @);,. Using standard
interpolation estimates, it is seen that

E(u,p;h) S Vl/th“_1||U||HSu(Q) + %h%‘lllp\\m(m, (3.19)
where s, = min{k, + 1,7,}, s, = min{k, + 1,7,} and r, and r, are the Sobolev
regularity of w € V and p € Q, respectively. If we prove that this is the error function
of the formulation, it will be clearly optimal. This is indeed proved in the following
result, which is the analogous of Theorem 2.1 when Dirichlet conditions are prescribed
using Nitsche’s method:

THEOREM 3.5. Under the assumptions of Theorem 3.2, problem (3.8) is well
posed, in the sense that it admits a unique solution [up,pr] € Vi X Qp that satisfies

v\ 1/2 _
lleans prllly xou S 1F v+ (7)) lIn x @l ey, (3:20)

Furthermore, [up, pp] converges optimally as h — 0 to the solution [u,p] € V x Q of
the continuous problem (2.7)-(2.8), in the following sense:

[[w—un,p *ph}HVxQ,N S E(u,p;h),

where E(u,p; h) is given in (3.16).

Proof. Existence and uniqueness of the discrete solutions follows from the inf-
sup condition stated in Theorem 3.2, and the stability estimate (3.20) is a direct
consequence of the continuity of Ly proved in Lemma 3.3 and the inf-sup condition.

As discussed above, problem (3.8) is consistent, that is to say, By ([w, p], [vn, qn]) =
Lx([vn, qr)) for all [vp, qn] € Vi, X Qp, and therefore By ([ — wp, p — prl, [Vn, gr]) =0
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for all [vp, qn] € Vi X Qn. Let us pick [y, pr] € Vi X Qp, arbitrary. Now the proof is
standard:

[[wn = @n, pn = Bullly w g xlllvn, an]llv xox
< B([up, — @n, pr — Dnl, [Vn, qn]) from the inf-sup condition,
= B([u — @p,p — Prl, [V, qn)) from consistency,
S D([w = an,p = pu))ll[vn, an]lly xo n  from (3.18).

Since |[[u —@n,p — Pulllywon < D([w — @n,p — Pp]), the theorem follows from the
triangle inequality and taking the infimum for [@, pp] over Vi, x Q. O

Clearly, the constant involved in inequality (3.13) is independent of N, and N,
when they are large; more precisely, this constant behaves as min{1, N,,, N,,}. Thus,
the inf-sup constant in the inf-sup condition stated in Theorem 3.2 is bounded as
N,, N, — co. On the contrary, the constants involved in inequalities (3.15) and (3.17)
grow as max{l, N,, N,} when N,, N, — oco. As a consequence, the error estimate
provided by Theorem 3.5 grows as max{NN,,, N,}. In practice it is convenient to take
these algorithmic constants as small as possible, although large enough to fulfil the
requirements found in the proof of Theorem 3.2.

3.2. Nitsche’s method using the stabilised FE approximation. We con-
sider now Nitsche’s method in combination with the stabilised formulation presented
in section 2.3. The analysis is similar to that of the Galerkin method, and therefore
we will only concentrate on the minor differences introduced by the stabilising terms.

Let us start with the counterpart of Theorem 3.1:

THEOREM 3.6. Consider the stabilised bilinear form (2.25). Then, for each
[wn, pn] € Vi, X Qp, there exists [Vh.0, qno] € Vho X Qr,o such that

v L?
Bs([wn, prls [Vn,05an,00) Z [I[wn, o[} <. — 75 Il x wp|72(ry — ijllphﬂgm(r)a
(3.21)

for a constant v > 0.

Proof. The proof is very similar to that of Theorem 3.1. In particular, given
Up, Up,r is constructed in the same way as in Theorem 3.1, as we wish that wy g =
up — wp,r satisfies that n x up g =0on I

By virtue of Theorem 2.2, now we will obtain, instead of (3.4):

Bs([wn, prls [Vh,0,qn,0]) 2 [|[wh,0,Ph0]llv <08l [0, n0lllvxo,s

+v(V xupp,V Xvp0)a+ (Vno, Vorr)a + (Unr, Vano)a
2 2

h*v L
+ Cuﬁ(v ~upr, V- Uho)o — 7O(Vph,r, Vpro)a,

0
for a certain [vp,0, qn,0] € Vi,0XQn,0- The meaning of different variables and unknowns
is the same as in Theorem 2.2. Now we have to deal with the last two terms of this
expression, which offer no difficulty, as:

h2v < 1 vh?
CUT%(V “upr, Vovho)o S §a4\\[uh,0,ph,o]||\/xcg,s + mﬂv “unr|lL20),
L2 1 L?
jo(vph,r, Vono)a S §Oé5||[uh,o,Ph,o]||VxQ,s + 2@;)” IVonrlrz)-
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Using the same steps as in (3.3) it is easily checked that

1
IV - wnrlizg S 5 ln < wnllzz),

and we already proved (3.2). The proof concludes as that of Theorem 3.1. O

According to this result, the terms that need to be compensated to get stability
using Nitsche’s method are the same as for the inf-sup stable case. Using the general
idea described in section 3.1, this method reads as follows: find [up,pp] € Vi X Qp
such that

Bsx([wn, prl, [vn, an]) = ILn([vn, qn])  VVn, qn) € Vi X Qn, (3.22)
where

Bsx([wn, prl, [vn, an]) = Bs([wn, prl, [vn, qn])
—v{n x v, VXup)r— (N up,qn)r —vin X uy, VX vp)r — (n-vp,pp)r

L3 L3 v
+ 7(” “VPh, qn)r + 7(ph,n -Van)r + Nuﬁ<n X Vp, M X Up)r
L2
— N.=2O
v, (Phsan)r
vh? L3
= Bx([un, pals [Vn, qn]) + cu?(v “up, V-vp)o — 7(Vph7 Van)a
0
L3 L3
+ 7(" “Vph, qn)r + 7<ph7 n-Vap)r. (3.23)

The first expression corresponds to adding to the stabilised bilinear form Nitsche’s
terms and the second to adding to the Nitsche’s form of the Galerkin method the
stabilisation terms and the boundary term arising from the integration by parts of
the Laplacian of p and its symmetric counterpart. In fact, since the exact solution is
p = 0, these last two terms could be removed from the formulation.

The analysis proceeds as for the Galerkin case. Let us start with the analogous
to Theorem 3.2:

THEOREM 3.7. Consider the stabilised bilinear form using Nitsche’s method given
by (3.23). Then, for N, and N, sufficiently large, Bsn is inf-sup stable in the norm

2 14 L2
1ons an]llV @ on = I[ons anll¥ x5 + 5 I x onllZa iy + 2 lanllZe ),

Proof. One can follow the same steps as in the proof of Theorem 3.2. Again, it is
trivially checked that [|-[|};, o gy I8 @ norm in Vi, X Q.

Now we have that

2 L§ 2 vh? 2
Bsn([wn, pal, [un, —pn]) Z VIV x un 72 ) + 7||vPh||L2(Q) + ﬁ”v “unl72 ()
0
Lj

= 2v|n > unllp2@) IV < w2y = 2= Flpnll 2y In - Vonllze

v 2 % 2
+ Nuﬁ”" X UhHL2(r) + NpEthHw(r)-
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The term [[pn | r2(r)lln - Vpr 2(ry can be controlled by [[Vpr |72 ) and A~ |palF:r
exactly in the same way as ||7 X || £2(r) ||V X un | 2 (1) is controlled by ||V x UhH%2(Q)

and h=1||n x uhH2L2(F) in Theorem 3.2, now using the fact that N, is sufficiently large.
This yields:

L? vh?
Bsx([wn, prl, [un, —pn]) 2 VIV X upll7z(q) + 70||Vph||2p(m + 72 IV w720
0

Nl gy + N2 2
u hilLz(ry T Np oy IPRIIL2 (D)

for certain N < N, and NI’, < Np.

Let now [vp.0,qn0] € Viho X Qno be the pair whose existence is established
in Theorem 3.6 that satisfies (3.21), which we take such that ||[vp0,qn0]llvxo,s =
I[wn,0,an0lllvxao.s < [[wn, prlllvxg,s. Using the fact that n x v, 0 = 0 and g0 =0
on I', now we get

Bsn([wn, prl,[vn,0, qn,0]) = Bs([wn, pal, [Vh,0,qn0]) — v(n X up, V X vh0)r
L2
—(n-vp0,Ph)T — 7()(" - Vqh,0,Ph)T

v L2
2 ”[uhvph]”%/xQ,S - ’YﬁHn X uhH%%r) - VTEHPhHQL?(F)
Lg
—v(n X up, V X vp0)r — (N - V0, Ph)T — 7(” -Van,0,Pn)r-

The terms (n X up, V X vp0)r and (n - vp0,pp)r can be bounded as in Theorem 3.2,
just replacing the norm [|[un, palll3r« o by [l[wn, pallli«q s, and the last term is also
immediately bounded as

L% 2 1 2 L(Q) 2
7<” “Van0.pr)r < S lwn, pellvegs + %Ctracejh||ph||L2(F)’

| Q

for any a > 0. The proof now proceeds in that of Theorem 3.2. O

Once the inf-sup condition has been established, we may proceed to obtain sta-
bility and convergence. Let us start noting that the stabilisation terms do not modify
the right-hand-side linear form, which is the same as for Nitsche’s method using the
Galerkin approach, i.e., the form Ly given by (3.10). For this, we now have:

LEMMA 3.8. The linear form Lx given in (3.10) is continuous in the norm
[y xg.sn: the continuity constant being bounded as

v\ 1/2 _
HLN”L(thQh,SN;R) SAFllve + (ﬁ) |7 % @ p2(ry-

Proof. 1t follows immediately from ||[vn, a1]lly v o x < [[[Vn: nllly <0 sn O
LEMMA 3.9. For any [u,p] € V x Q, let the interpolation error function be

Es(u,p; h) = inf Ds([u—ﬁh,p—ﬁh}), (324)
[@n,Pr]EVR X Qn

where

Ds([v,q)) = [0, dlly wqsn + (h) /2 n x ¥ x 0|2
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(Vh)1/2

+

hA1/2
I vl + Lo()  lin- Vallzary.

v
Then, for all [vy,qn] € Vi, X Qp there holds

inf Bsn([u — wp,p — pnl, [vn, < Es(u,p; h)||[vn, .
(i ] Ve X Qn SN hyP = Dnls [Vn, qn]) s(u, p; h)||[vn q}L]HVxQ,SN

Proof. Following the proof of Lemma 3.3, the only terms that deserve to be
analysed in the expression of Bsn([u — @p,p — prl, [Vn, qn]) are:

L% - < Ly Lo .
7(” “NVan,p —pr)r S mc‘craceHVQhHLg(Q)W”p = Prllr2ys

L2 . Loh'/? . Lo
7<n “V(p—Dn)an)r S WH” -V(p - ph)”ﬁ(ﬂwﬂ%um(r)-

These terms are both bounded by Ds([w — @, p — pr])||[vn, arllly v g sn- O

It is now immediate to show that Eg(u,p;h) is the error function of the formula-
tion:

THEOREM 3.10. Under the assumptions of Theorem 3.7, problem (3.22) is well
posed, in the sense that it admits a unique solution [up,pr] € Vi X Qp that satisfies

v 1/2 B
lleans il xS I+ (5) lime x @llzaqry: (3.25)

Furthermore, [up,pn] converges optimally as h — 0 to the solution [u,p] € V X Q of
the continuous problem (2.7)-(2.8), in the following sense:

v —wn,p—pulllvygsn S Es(u,pih),

where Es(u,p; h) is given in (8.24).

Proof. The same as that of Theorem 3.5. O

Using standard interpolation estimates, it is observed that the error functions of
both the stabilised formulation, Fs(u,p;h), and the Galerkin formulation using inf-
sup stable elements, F(u,p;h), have the same optimal asymptotic behaviour in terms
of h, given by (3.19).

4. Numerical examples. In this section we provide some numerical results
to confirm the theoretical findings on the convergence of Nitsche’s method using the
stabilised FE approximation given in Section 3.2. We have chosen to test the stabilised
formulation for two reasons. First, because the effect of Nitsche’s method is the same
as for the Galerkin method with inf-sup stable elements and, second, because Nitsche’s
method is particularly important when using continuous nodal based interpolations
due to the conformity issue described in the Introduction.

We consider approximating the solution to Problem (1.1)-(1.4) by means of the
formulation given in (3.23) on three different domains—all in two dimensions. The
method is applied with equal order of linear interpolations for all the unknowns on
various types of triangular elements to be described below. In the simulations, the
scaling coefficients that appear in (3.23) are taken as N, = N, = 102, for all the
cases considered. The other characteristic values are given individually for each test
in what follows.
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4.1. The square domain. The first test problem is considered on the square
domain Q = (—1,1)2, with a smooth manufactured solution given by wu(x,y) =
(o(z)¢'(y), —¢' (x)@(y)), with ¢(t) = t?>sin(rt/2). This solution is used to deter-
mine f, and then to check the convergence behaviour of the proposed scheme. We
have performed the computations for this case on several mesh sequences, namely,
standard uniform right-angled, criss-cross, and Powell-Sabin type meshes. Sample
triangulations for these three mesh families are shown in Figure 4.1. The characteris-

h=10.7071 h = 0.5000 h=10.3827

Fi1G. 4.1. The standard uniform right-angled (L), criss-cross (M), and Powell-Sabin (R) mesh-
ing of the square domain.

tic length and the algorithmic stabilisation constant are taken respectively as Ly = 0.1
and ¢, = 0.1, for the standard uniform right-angled mesh. The corresponding values
are taken as Ly = 2 and ¢, = 1, for the other two mesh sequences. We list the norms
of the resulting numerical errors e, = u — u, and V X e, together with their rate of
convergence towards zero as h approaches zero in Table 4.1.

TABLE 4.1
Errors and rates of convergence (in brackets) for the square domain test on different triangu-
lations.

Triangulation h llewll IV X el

Uniform right-angled | 0.3536 | 1.07e-01 9.64e-01
0.1768 | 2.04e-02 (2.39) 4.31e-01 (1.16)
0.0884 | 4.75e-03 (2.10) 2.15e-01 (1.00)
0.0442 | 1.18e-03 (2.00) 1.08e-01 (1.00)

Criss-cross 0.2500 | 6.34e-02 3.91e-02
0.1250 | 1.60e-02 (1.98) 1.00e-02 (1.96)
0.0625 | 4.02e-03 (2.00) 2.52e-03 (1.99)
0.0312 | 1.01e-03 (2.00) 6.31e-04 (2.00)

Powell-Sabin 0.1913 | 2.91e-02 2.63e-02
0.0957 | 7.38e-03 (1.98) 6.67e-03 (1.98)
0.0478 | 1.85e-03 (2.00) 1.68e-03 (1.99)
0.0239 | 4.62e-04 (2.00) 4.23e-04 (1.99)

It is evident from this table that the method is optimally convergent with dou-
ble order of convergence in uy, for all the triangulations. The curl of the field also
converges to its expected value optimally for all the cases, while it exhibits a super-
convergence in the case of special (criss-cross and Powell-Sabin) meshes.

To allow for a qualitative comparison of the computed solution components wu,
and u, with the exact ones, we present the surface plots of the exact (obtained on
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Fic. 4.2. Ezact, right-angled mesh, and Powell-Sabin mesh solution components on the square
domain.

the right-angled mesh), right-angled mesh, and Powell-Sabin mesh solutions in Figure
4.2. The figure clearly shows a very good agreement between the computed and the
analytical results.

It is of significant importance in our study to check the comparison between the
results obtained by weak prescription of the boundary conditions with those obtained
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by the strong imposition methodology. In order to do so, we have considered the
solution obtained on the Powell-Sabin mesh by strongly imposing the boundary con-
ditions obtained making use of the exact solution. The results are listed in Table
4.2, and show clearly the close accuracy when compared with the corresponding ones
obtained by Nitsche’s method (given in Table 4.1).

TABLE 4.2
Strong tmposition of the boundary conditions using Powell-Sabin mesh on the square domain.

h | el [V x eu|
0.1913 | 2.90e-02 2.656-02
0.0957 | 7.38¢-03 (1.98) 6.73¢-03 (1.98)

0.0478
0.0239

1.85¢-03 (2.00)
4.62e-04 (2.00)

1.69¢-03 (1.99)
4.25¢-04 (1.99)

4.2. The L-shaped domain. In the second test, we consider a very widely
used (e.g., in [5, 18]) configuration due to the presence of both smooth and nons-
mooth solutions, the nonconvex domain defined by Q = [-1,1]%\ {[0,1] x [-1,0]},
with a re-entrant corner at the origin. The source function and the boundary condi-
tions are taken so that the solution in polar coordinates is given as u = V1 where
Y(r,0) = r2*/3sin(2n/3), for different levels of smoothness depending on n. In our
experiments, we consider the cases n = 1,2, and 4. For this example, we employ
Nitsche’s method using the stabilised formulation with Ly = 0.5 and ¢, = 1. Due to
the singularities involved, special types of meshes are necessary as we have already
mentioned. Thus, we use sequences of criss-cross and Powell-Sabin meshes to generate
the results that are listed in Tables 4.3 and 4.4, respectively.

TABLE 4.3
Errors and rates of convergence (in brackets) for the L-shaped domain test on criss-cross tri-
angulations.

n =1 n =2 n =4
D Tewl IV X el Tewl TV X el Tewl TV X eul
0.1250 | 2.61e-01 1.536-01 2.12e-02 9.026-02 3.09¢-03 2.83¢-02
0.0625 | 1.58e-01 (0.72)  2.29e-01 (0.99) | 9.80e-03 (1.12)  2.46e-02 (1.88) | 8.33e-04 (1.89)  3.68e-03 (2.94)
0.0312 9.38e-02 (0.76) 1.02e-01 (1.17) 4.15e-03 (1.24) 6.30e-03 (1.96) 2.12e-04 (1.98) 4.63e-04 (2.99)
0.0156 5.66e-02 (0.73) 4.24e-02 (1.26) 1.69e-03 (1.30) 1.58e-03 (1.99) 5.31e-05 (1.99) 5.80e-05 (3.00)

TABLE 4.4
Errors and rates of convergence (in brackets) for the L-shaped domain test on Powell-Sabin
triangulations.
n=1 n=2 n =4
h llewl IV X eull llewll IV X eyl llewl IV X eull
0.0957 | 2.11e-01 3.48¢-01 1.63¢-02 5.030-02 1.63¢-03 1.346-02
0.0478 | 1.25¢-01 (0.76)  1.65¢-01 (1.08) | 6.94e-03 (1.23)  1.09e-02 (2.20) | 4.27e-04 (1.93)  1.71e-03 (2.97)
0.0239 | 7.40e-02 (0.76)  7.09e-02 (1.22) | 2.81e-03 (1.30)  2.23e-03 (2.30) | 1.08e-04 (1.99)  2.12e-04 (3.01)
0.0120 | 4.49e-02 (0.72)  2.91e-02 (1.29) | 1.12¢-03 (1.33)  4.45e-04 (2.32) | 2.69e-05 (2.00)  2.63e-05 (3.02)

It is clear from these tables that when n = 1, the rate of convergence is determined
by the regularity of the solution, as expected, since u € H?"/37¢(Q)?2, for any € > 0 for
this problem [5, 18]. The same applies to the case n = 2, in which it is still true that
u ¢ H?(Q)2. On the other hand, when n = 4, the solution u belongs to H®/3=¢(Q)?,
and with this smooth solution the error estimate applies optimally. All the results of
these numerical investigations confirm the theoretical ones obtained in Section 3.2,
and are in very good agreement with the associated ones reported in [5].
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Similar to what we have done in the previous example to compare the proposed
weak prescription strategy with the strong imposition of boundary conditions, we
intend to perform a final experiment for this case. However, the situation is more
delicate for the present configuration due to the existence of a re-entrant corner and
the utilisation of a nodal basis as we discussed earlier. Since we employ nodal interpo-
lations, a number of alternatives can be considered to strongly impose the boundary
condition (2.20). A first option is to force both of the field components to be zero
at the corner, and another option is to leave them free at this node. A third option
can be achieved by defining a fictitious normal to the boundary, and adjusting the
components so that the magnetic field follows the tangent to the boundary associated
with this normal vector. For the critical case of n = 1, we have implemented the
described procedures and compare the resulting L2(2) norms of the erro rs in Table
4.5.

TABLE 4.5
A comparison of different ways to impose the boundary conditions on the L-shaped domain
when n =1 and h = 0.0156: Strong tmposition (different strategies at the re-entrant corner) and
Nitsche’s method.

Strateay feal [TV X eal
up =us =0 5.66e-02 | 4.20e-02
u1, ug free 2.82e¢-02 | 5.56e-03

Bisector normal | 2.82e¢-02 | 5.56e-03

Nitsche’s method | 5.66e-02 | 4.24e-02

The influence of different ways to prescribe the boundary condition on the numer-
ical errors for this singular case can easily be observed from this table. As expected,
the Nitsche method results are very close to the ones obtained by forcing both com-
ponents to vanish at the origin. The other two strategies produce very similar results
in terms of the computed errors.

4.3. The curved L-shape domain. As a last test, we consider the same so-
lution as the previous L-shaped domain case on a curved L-shape domain now, and
repeat the simulations whose results are presented in this subsection. The singularity
occurring as a result of the re-entrant corner remains true as in the previous case.
The significant difference in this one is the curved boundary that is obtained by join-
ing the two diagonal corner points by a sector of a circle of radius 2, and centred at
the point (1, —1). The need for a weak prescription of boundary conditions is vital
for this particular instance of a curved boundary. To discretise the computational
domain, we have used a regular unstructured mesh and a sequence of Powell-Sabin
type triangulations. Samples of both of these triangulations of the present domain
are shown in Figure 4.3.

We have carried out all the computations concerning this domain with the values
Ly = 0.5 and ¢, = 0.1. As already mentioned in Section 2.3, the proposed scheme
approximates the solutions with low Sobolev regularity optimally, provided that the
used mesh has the ability to interpolate the corresponding scalar functions whose gra-
dients are the solution components. Consequently, if this is not the case, the produced
solutions may not capture accurately the correct solution behaviour. To explore this
situation computationally, we have firstly used a standard regular unstructured mesh
and then a Powell-Sabin type mesh to approximate the solution for the singular case
when n = 1. The results are presented in Figure 4.4 in terms of surface plots associ-
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Fia. 4.3. The regular unstructured (L) and Powell-Sabin type (R) meshing of the curved L-
shape domain.

ated with the solution components of the magnetic field. The figure also depicts the
corresponding exact solution generated on the regular unstructured mesh.

The plots of the computed field components clearly demonstrate the failure of the
employment of unstructured meshes in capturing the correct behaviour of the true
solution. As we observed earlier, with the interpolation used on Powell-Sabin meshes,
the expected solution is accurately recovered.

In order to further analyse the convergence rates for this case, we have finally
performed the computations on a sequence of these Powell-Sabin meshes, and list the
errors with their rates in Table 4.6.

TABLE 4.6

Errors and rates of convergence (in brackets) for the curved L-shape domain test on Powell-
Sabin triangulations.

n =1 n =2 n =4

h llew |l IV X ewull llew Il IV X ewll llew || IV X ewll
0.4163 3.15e-01 3.31e-01 4.49e-02 6.86e-02 2.52e-02 2.00e-02
0.2110 2.22e-01 (0.50) 1.12e-01 (1.56) 2.66e-02 (0.76) 2.02e-02 (1.77) 7.79e-03 (1.69) 3.08e-03 (2.70)
0.1192 1.42e-01 (0.65) 4.31e-02 (1.38) 1.19e-02 (1.15) 5.14e-03 (1.97) 1.77e-03 (2.14) 5.16e-04 (2.58)

0.0586 | 9.02e-02 (0.65)  1.37e-02 (1.66) | 5.33e-03 (1.16)  1.09e-03 (2.24) | 4.90e-04 (1.85)  9.96e-05 (2.37)
0.0287 | 5.59e-02 (0.69)  4.20e-03 (1.70) | 2.13e-03 (1.32)  2.18e-04 (2.32) | 1.17e-04 (2.06)  2.22e-05 (2.17)
0.0146 | 3.47¢-02 (0.69)  1.36e-03 (1.63) | 8.07e-04 (1.40)  4.51e-05 (2.27) | 2.82e-05 (2.06)  5.44e-06 (2.03)

These results once again show that the method attains the optimal convergence
rates for all the different regularity levels considered, as anticipated from the theory.
They also put forward that the convergence features are very similar to the ones
obtained on the (straight) L-shaped domain.

5. Conclusions. We have considered FE approximations of Maxwell’s bound-
ary value problem, and analysed the prescription of essential boundary conditions
in a weak sense using Nitsche’s method. We have primarily focused on the analysis
of two formulations with the inclusion of Nitsche terms; the Galerkin method when
implemented with inf-sup stable elements, and an augmented-stabilised method that
permits the use of nodal interpolations of arbitrary order. The analysis has been car-
ried out by following a novel approach that relies on a splitting of the discrete spaces.
We have provided the stability and convergence aspects for both of the formulations.

In order to corroborate our theoretical findings in the case of the augmented-
stabilised method, we have performed some numerical simulations. These results have
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Fic. 4.4. Ezact, unstructured mesh, and Powell-Sabin mesh solution components.

confirmed the theoretical ones on optimal convergence of the method, and demon-
strated the effectiveness of the proposed scheme in successfully approximating the
expected solutions. In addition, the simulations have revealed the influence of the
used meshes with different structures on correctly approximating the singular solu-
tions. Finally, we have shown numerically that the results obtained by the weak
prescription of the Dirichlet boundary conditions using Nitsche’s approach comply
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well with the ones obtained by strong imposition.
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