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Abstract

In this work, a variational multiscale (VMS) finite element formulation is used to approximate numerically the natural convection in square cavity with differentially heated from sidewalls problem for Newtonian and power-law fluids. The problem is characterized for going through a Hopf bifurcation when reaching high enough Rayleigh numbers, which initiates the transition between steady and time dependent behavior, however, results found in the literature are only for air Prandtl number. The presented VMS formulation is validated using existing results, and is used to study highly convective cases, to determine the flow conditions at which it becomes time dependent, and to establish new benchmark solutions for non-Newtonian fluid flows for different Pr and power-law indexes $n$. The range of solutions were found in the range $0.6 < n < 1$ and $0.01 < Pr < 1,000$, and the critical Rayleigh number ($Ra_c$) where Hopf bifurcations appear were identified for all cases. Obtained results have good agreement with those previously reported in the specific literature, and new data related to the heat transfer capabilities of pseudoplastic fluids and its oscillatory behavior was identified. This non-Newtonian influence of the fluid is later checked in a 3D model of a simplified heat exchanger, where the capability of pseudoplastic fluids for energy transport proved to be enhanced when compared to the Newtonian case.
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1. Introduction

Over the past few decades, heat transfer mechanisms have been studied using simplified geometries that allow to understand the fluid dynamics and its thermal coupling \cite{1,2,3}. Among those cases, the natural convection in square cavity with differentially heated from sidewalls problem has been the most common benchmark case to test new numerical methods in the approximation of convective dominant thermally coupled flows. The problem has a simple geometry; nevertheless, the flow evolves into complex fluid dynamics as the Rayleigh number increases. This is the reason why this test case has been used as the reference problem for understanding buoyancy-driven flows, which are found in a wide range of engineering applications, including building insulation, cooling devices for electronics instruments, solar energy collectors, nuclear reactor design, etc. (see \cite{4,5,6} and the references therein). Because of this, the problem has been extensively studied by many authors for both Newtonian and non-Newtonian fluids.

In the Newtonian case, for air Prandtl number ($Pr = 0.71$), studies are very common in the literature, with very well defined solutions both in the flow dynamics as in the heat transfer associated to the problem. For this Prandtl number, the flow remains steady in a wide range of Rayleigh numbers $Ra \lesssim 1.5 \cdot 10^8$. The beginning of
time dependent solutions has been defined in the range $1.7 \cdot 10^8 < Ra_c < 1.93 \cdot 10^8$ [7, 8, 9, 10, 11, 12], where $Ra_c$ is defined as the critical Rayleigh number where the Hopf bifurcation occurs. For values higher than $Ra_c$, the flow turns from periodically oscillatory to aperiodically oscillatory, and then into a fully chaotic flow [8]. A detailed study of the turbulent cavity flow with aspect ratio 4 was done in [13], using direct simulation for $Pr = 0.71$ and Rayleigh numbers up to $Ra = 10^{16}$. In that study, a complete data set of time averaged values are presented for temperature, velocity, turbulent kinetic energy and other fields of importance. It is also shown that laminar and turbulent flows can coexist given certain conditions.

In spite of the fact that studies are not commonly focused on other Prandtl numbers, they report a strong dependency on this parameter in the thermal and hydrodynamic structures of the flow [14, 15] and its unsteady behavior [16]. In [17], the problem is studied up to $Ra = 10^{10}$ for $Pr = 0.71$, focusing on the unsteadiness of the flow past the critical Rayleigh number. It is reported that the flow becomes unsteady through an aperiodicity found where the flow detaches from the walls, before it turns into a chaotic regime. In [18], the problem is studied in order to find the Rayleigh number for which the central vortex divides into smaller vortices, using a set of different Prandtl numbers. In that work, a second order Euler-Taylor-Galerkin (ETG) finite element method with a fractional step approach is used for eleven different Prandtl numbers ($Pr < 1$), using a structured mesh of $101 \times 101$ cells. Steady results are reported in the range $10^4 < Ra < 10^5$, and it is found that the core vortex breaks for lower $Ra$ as $Pr$ increases in the studied range. In [19], a method based on the stream function-vorticity form of the Navier-Stokes equations is proposed to solve the time dependent thermally coupled problem. Solutions are reported for $Pr = 0.71$ in a wide range of $Ra$ ($10^5 < Ra < 10^{10}$) using a $257 \times 257$ grid; detailed information about the time dependent flow at the critical Rayleigh number and the turbulent behavior afterwards is given.

In the numerical simulation framework of Generalized Newtonian flows, the power-law is the standard non-Newtonian model used for understanding the influence of the shear-thinning or shear-thickening behavior of the fluid in the flow patterns. In [20], stationary results are reported up to $Ra = 10^6$ for Prandtl numbers in the range $10 < Pr < 10^8$. In that work, an empirical function is proposed to estimate the critical $Ra$ that gives place to unsteady solutions, as well as a prediction of the Nusselt number $Nu$ given a set of $n$ and $Pr$. The correlation is proposed by doing a scaling analysis using the boundary layer sizes. It shows good agreement with numerical computations to approximate $Nu$, showing that it increases as $n$ decreases; however, the authors could not find a convergent solution for Rayleigh numbers high enough to find unsteady results. In [21], a detailed study on the effects of $Ra$ and $n$ on the Nusselt number in the transition from steady state and transient power-law fluids is made. The problem is solved in the range $10^5 < Ra < 10^7$ for $10^5 < Pr < 10^8$ using a Finite Volume SIMPLER algorithm and a $72 \times 72$ mesh. In that work, all results converge to stationary solutions. However, it is found that the convection patterns become more complex as the power-law index decreases, and a correlation between the Nusselt and Rayleigh number is proposed. Again, it is shown that the Nusselt numbers increase as the power index decreases, for a fixed Rayleigh number. In [22], the phase-change evolution of different power-law fluids is studied for a binary alloy of aluminum-silicon, considering natural convection effects and evaluating the influence of the power-law index in the time required to complete solidification. In [23], the heat transfer of different non-Newtonian nanofluids that obey the power-law rheological model is studied by varying its solid volume fraction. Results were provided for $10^3 < Ra < 10^6$ on a $100 \times 100$ mesh, using the finite volume method, reporting an enhancement of the heat transfer rate as its solid volume fraction increases. In general, the study Hopf bifurcations is not commonly addressed outside Newtonian fluids, even in isothermal flows [24].

As for the non-Newtonian case, results are scarce and, as far as we know, no information about the Hopf bifurcation has yet been reported. Studies regarding the influence of the power-law index and the Prandtl number on the flow dynamics, and the beginning of their time dependent behavior, are not common for values $Pr \neq 0.71$, even if this Prandtl number from the physical point of view is related to gases and not liquids. For this reason, we present in this work a detailed study of the influence of the rheological behavior in the fluid dynamics and
heat transfer for realistic values of Prandtl numbers. On the other hand, the power-law case has been studied for moderate Rayleigh number up to $Ra = 10^5$ in the range $10 < Pr < 10^3$, reporting stationary solutions only. Since highly convective flows of non-Newtonian fluids have not been deeply studied, the present work intends to be a contribution to the actual knowledge of the problem. Due to the fact that shear-thinning fluids are more common in industrial applications [25], the present work is devoted to the study of this type of fluids where, in addition, the effect of the Prandtl number in both fluid dynamics and heat transfer is evaluated in a wide range that covers from molten metals to engine oils.

This article is organized as follows. Section 2 presents the governing equations, the power-law model for non-Newtonian fluids and the Variational Multiscale (VMS) finite element formulation used to solve the problem. In Section 3, numerical results are presented for a 2D thermally coupled cavity problem using different Prandtl and Rayleigh numbers and for a 3D problem of a simplified heat exchanger using different Reynolds numbers, both considering Newtonian and non-Newtonian fluids. Conclusions are summarized in Section 4.

2. Incompressible thermally coupled Navier-Stokes problem

2.1. Problem statement

The evolutionary equations for an incompressible thermally coupled Newtonian fluid and particular cases of non-Newtonian fluids, known as Generalized Newtonian fluids [26], moving in a domain $\Omega$ of $\mathbb{R}^d$ (being $d = 2$ or $d = 3$ the space dimensions) in a time interval $[0, t_f]$, consist of finding $u, p$ and $T$, such that

\[
\frac{\partial u}{\partial t} + \rho u \cdot \nabla u - \nabla \cdot (2\eta(u)\nabla u) + \nabla p = f, \quad \text{in } \Omega, t \in [0, t_f],
\]

\[
\nabla \cdot u = 0, \quad \text{in } \Omega, t \in [0, t_f],
\]

\[
\rho c_p \frac{\partial T}{\partial t} + \rho c_p u \cdot \nabla T - k \Delta T = Q, \quad \text{in } \Omega, t \in [0, t_f],
\]

where $u$ is the velocity field, $p$ the pressure and $T$ the temperature field. The fluid properties are represented by $\eta(u)$, which corresponds to the apparent viscosity to be defined below, $\rho$ the density at a reference temperature $T_{ref}$, $k$ the conductivity of the fluid (assumed constant), and $c_p$ is the specific heat. With respect to the right hand side terms, $f$ represents the external body force vector and $Q$ a heat source term. Using the Boussinesq approximation, the buoyancy forces can be taken into account defining $f = \rho g \beta (T - T_{ref})$, where $\beta$ represents the thermal expansion coefficient and $g$ the gravity acceleration, whose norm will be denoted by $g$. As notation, $\nabla^* u$ in Eq. (1) represents the symmetrical gradient of the velocity vector $\nabla^* u = \frac{1}{2} (\nabla u + (\nabla u)^T)$.

On regard of viscosity, non-Newtonian models can vary from simple relationships between shear-stress tensor and rate of deformation to complex irreducible constitutive models that need to be solved coupled with the Navier-Stokes equations [27, 28]. The simplest one is the two parameter power-law viscosity model, which is defined in terms of the tensor $\gamma := 2\nabla^* u$, or more specifically, of its invariant $\gamma(u) = \sqrt{\frac{1}{2} (\gamma : \gamma)}$, as

\[
\eta(u) = m \gamma(u)^{n-1},
\]

where $m$ represents the consistency index and $n$ the power-law index. A typical issue when using this model is the possibilities of zero and infinity viscosities, this is addressed by setting a parameter that depends on the consistency index that does not allow viscosity to go above $\eta = 10,000 m$ or below $\eta = m/10,000$, yet this was not activated in any of the studied cases.

The dimensionless numbers that define the problem should be taken into account when using non-Newtonian fluids, then for the studied cases are defined as

\[
Ra = \frac{c_p \rho^{n+1} \beta \Delta T H^{2n+1}}{k^n m}, \quad Re = \frac{\rho \gamma^{2-n} H^n}{m}, \quad Pr = \frac{mk^{n-2} H^{2-2n}}{\rho^{n-1}},
\]
being $Ra$ the power-law Rayleigh number, $Re$ the power-law Reynolds number, $Pr$ the power-law Prandtl number, $\delta T$ the temperature gradient that gives place to the buoyancy forces, $H$ the characteristic length and $U$ the characteristic velocity. Note that the classical expression of the dimensionless numbers are recovered when $n = 1$ and $m = \mu$ (viscosity); for this reason the same nomenclature is used in Newtonian and non-Newtonian cases.

The set of Eq. (1)-(3) has to be supplemented with appropriate initial and boundary conditions defined over $\partial \Omega$, to have a well-posed system. For the sake of simplicity in the exposition, we will consider homogeneous boundary conditions $u = 0$ and $T = 0$ over all $\partial \Omega$, and a given initial condition $u^0$ for the velocity and $T^0$ for the temperature.

Calling $U = [u, p, T], \, F = [f, 0, Q]$ and defining

$$\mathcal{D}_t U = \begin{pmatrix} \rho \frac{\partial u}{\partial t} \\ 0 \\ \rho \rho \frac{\partial \Theta}{\partial t} \end{pmatrix}, \quad \mathcal{L}(\dot{u}; U) = \begin{pmatrix} \rho \dot{u} \cdot \nabla u - \nabla \cdot (2\eta(u)\nabla u) + \nabla p \\ \nabla \cdot u \\ \rho \rho \dot{u} \cdot \nabla T - k \Delta T \end{pmatrix},$$

we may write (1)-(3) as

$$\mathcal{D}_t U + \mathcal{L}(\dot{u}; U) = F,$$

where $\dot{u}$ represents an auxiliary variable used to distinguish the velocity with the role of advection. Note that this velocity introduces the convective nonlinearity of the problem.

2.2. Variational form

To define the functional setting, let $H^1(\Omega)$ be the space of functions such that they and their first derivatives belongs to $L^2(\Omega)$, and let $H_0^1(\Omega)$ be the space of functions in $H^1(\Omega)$ vanishing on the boundary. Let $\mathcal{V} = (H^1_0(\Omega))^3, \, Q = L^2(\Omega)/\mathbb{R},$ and $\mathcal{T} = H_0^1(\Omega)$, the spaces of the velocity, the pressure and the temperature, respectively. If we denote $\mathcal{X} = \mathcal{V} \times Q \times \mathcal{T}$, the weak form of the problem consists in finding $U = [u, p, T] : ]0, t_f[ \rightarrow \mathcal{X}$ such that the initial conditions are satisfied and

$$\rho \left( \frac{\partial u}{\partial t}, v \right) + \left( \rho u \cdot \nabla u, v \right) + 2\eta(u) \left( \nabla^2 u, \nabla^2 v \right) - (p, \nabla \cdot v) = \langle f, v \rangle,$$

$$\left( \nabla \cdot u, q \right) = 0,$$

$$\rho \rho \left( \frac{\partial \Theta}{\partial t}, \Theta \right) + \langle \rho \rho u \cdot \nabla T, \Theta \rangle + k (\nabla T, \nabla \Theta) = \langle Q, \Theta \rangle,$$

for all $V = [v, q, \Theta] \in \mathcal{X}$, where it is assumed that $f$ and $Q$ are such that $\langle f, v \rangle$ and $\langle Q, \Theta \rangle$ are well defined. In these equations and below, $(\cdot, \cdot)$, in the integral of the product of two functions in the domain $\omega$, with the subscript omitted when $\omega = \Omega$, and $\langle \cdot, \cdot \rangle$ the $L^2(\Omega)$-inner product.

In compact form, problem (7)-(9) can be written as:

$$\rho \left( \frac{\partial u}{\partial t}, v \right) + \rho \rho \left( \frac{\partial \Theta}{\partial t}, \Theta \right) + B(u; U, V) = \langle f, v \rangle + \langle Q, \Theta \rangle,$$

where

$$B(\dot{u}; U, V) = 2\eta(u) \left( \nabla^2 u, \nabla^2 v \right) + \langle \rho \dot{u} \cdot \nabla u, v \rangle - (p, \nabla \cdot v) + (\nabla \cdot u, q) + \langle \rho \rho \dot{u} \cdot \nabla T, \Theta \rangle + k (\nabla T, \nabla \Theta).$$

Eq. (10) needs to be complemented with initial conditions satisfied in a weak sense.

2.3. Galerkin finite element discretization and time discretization

Let us consider a finite element partition $\mathcal{T}_h$ of the domain $\Omega$ of diameter $h$. We will consider quasi-uniform refinements, and thus all the element diameters can be bounded above and below by constants multiplying $h$. Under the above considerations, finite element spaces $\mathcal{V}_h \subset \mathcal{V}, \, Q_h \subset Q$ and $\mathcal{T}_h \subset \mathcal{T}$ are constructed in the usual manner.
If $X_h := \mathcal{V}_h \times Q_h \times T_h$, and $U_h = [u_h, p_h, T_h]$, the Galerkin finite element approximation consists in finding $U_h : [0, t_f] \rightarrow X_h$ such that

$$
\rho \left( \frac{\partial u_h}{\partial t}, v_h \right) + \rho c_p \left( \frac{\partial T_h}{\partial t}, \Theta_h \right) + B(u_h; U_h, V_h) = \langle f, v_h \rangle + \langle Q, \Theta_h \rangle,
$$

(12)

for all $V_h \in X_h$, and satisfying the appropriate initial conditions.

The standard option to discretize in time is the use of finite difference schemes. In particular, in this work we use both in the momentum and in the energy equation a second order backward differencing scheme, given by:

$$
\frac{\partial \phi^{j+1}}{\partial t} = \frac{3\phi^{j+1} - 4\phi^j + \phi^{j-1}}{2\delta t} + O(\delta t^2),
$$

(13)

where $\delta t$ corresponds to the size of a uniform partition of the time interval $[0, t_f]$, while $O(\cdot)$ represents the approximation order of the scheme. The superscript indicates the time step where the function $\phi$ is being approximated, so that $\phi^j$ is an approximation to $\phi$ at time $t^j = j\delta t$, $j = 1, 2, \ldots$.

2.4. Stabilized formulation

Referring to the spatial discretization, it is well known that the standard Galerkin method fails when the nonlinear convective term dominates the diffusive component. Both the momentum and the energy equations have a convection-diffusion structure and, therefore, this drawback needs to be solved. On the other hand, the discrete compatibility or inf-sup condition that restricts the use of arbitrary interpolations between velocity and pressure needs to be taken into account to have a well-posed problem with bounded pressure.

Choosing equal order approximation for velocity and pressure does not yield a stable scheme. The approach used in this work consists in using a stabilized formulation that permits any interpolation of the unknowns and ensures global stability. The stabilized method modify the discrete Galerkin formulation of the problem by adding some terms properly designed to enhance stability without upsetting accuracy. In short, a stabilized formulation consists in replacing $B$ in Eq. (12) by another bilinear form $B_s$, possibly mesh dependent. The stabilized method used in this work is based on the VMS approach introduced in [29] for the scalar convection-diffusion problem. The basic idea consists in splitting the continuous solution in two parts: the finite element component $\tilde{U}_h$, which can be resolved by the finite element space, and the remainder $\vec{U}$, which will be called sub-grid scale, which finally, after some simplifications and mathematical manipulations, can to be written in terms of the finite element component, maintaining the number of unknowns of the problem.

We will omit the details of the derivation of the method. In the context of a thermally coupled Navier-Stokes problem, see [30, 31] and [32] for a general description of the formulation. The method is stated for the problem defined by Eq. (7)-(8). After some approximations, this method consists in finding $U_h : [0, t_f] \rightarrow X_h$ such that

$$
\rho \left( \frac{\partial u_h}{\partial t}, v_h \right) + \rho c_p \left( \frac{\partial T_h}{\partial t}, \Theta_h \right) + B(u_h; U_h, V_h) + \sum_K \left( \vec{U}, \mathcal{L}^* (u_h; V_h) \right)_K = \langle f, v_h \rangle + \langle Q, \Theta_h \rangle,
$$

(14)

for all $V_h \in X_h$, where $\mathcal{L}^* (\vec{u}; \vec{V})$ is the formal adjoint of the operator (6) with $\vec{u}$ fixed and without considering boundary conditions, which is given by

$$
\mathcal{L}^* (\vec{u}; \vec{V}) = \begin{pmatrix}
-\rho \vec{u} \cdot \nabla v - \nabla \cdot (2\eta(u)\nabla v) - \nabla q \\
-\nabla \cdot v \\
-\rho c_p \vec{u} \cdot \nabla \Theta - k \Delta \Theta
\end{pmatrix},
$$

(15)

and $\vec{U}$ is the sub-grid scale, which needs to be approximated. If $\bar{P}$ is the $L^2$-projection onto the space of sub-grid scales, the approximation we consider within each element is

$$
\vec{U} = \alpha \bar{P} [F - \Delta_h U_h - \mathcal{L} (u_h; U_h)] = \alpha \bar{P} [R],
$$

(16)
where $\alpha$ is a matrix computed within each element and called matrix of stabilization parameters. Note that regardless of the definition of $\bar{P}$, the sub-scale defined with Eq. (16) depends on the residual of the finite element approximation ($R$), and therefore the methods are consistent by construction, giving place to an optimally convergent method. This however is not a requirement of a stabilized method, and non-residual approaches can be designed, as it is explained in [33, 34]. Based on [30], we define

$$\alpha = \text{diag} \left( \alpha_1 I_d, \alpha_2, \alpha_3 \right),$$

with $I_d$ the identity on vectors of $\mathbb{R}^d$ and the parameters $\alpha_i$, $i = 1, 2, 3$, computed as

$$\alpha_1 = \left[ c_1 \frac{\eta(u_h)}{h_1^2} + c_2 \frac{\rho |u_h|}{h_2} \right]^{-1}, \quad \alpha_2 = \frac{h_1^2}{c_3 \alpha_1}, \quad \alpha_3 = \left[ c_1 \frac{k}{h_1^2} + c_2 \frac{\rho \theta_{m} |u_h|}{h_2} \right]^{-1},$$

In these expressions, $h_1$ corresponds to a characteristic element length calculated as the square root of the element area in the 2D case and the cubic root of the element volume in 3D, and $h_2$ corresponds to another characteristic length calculated as the element length in the streamline direction. The constants $c_i$, $i = 1, 2, 3$ are algorithmic parameters in the formulation. The values used for linear elements are $c_1 = 12$, $c_2 = 2$ and $c_3 = 4$. The stabilization parameters are computed at each integration point, and thus the physical properties to be employed in their evaluation depend on the fluid, and consequently the non-Newtonian behavior is contained in this definition.

Inserting (16), with $\alpha$ given in (17), in (14), we get the following method: find $U_h : [0, t_f] \to \mathcal{X}_h$ such that

$$\rho \left( \frac{\partial u_h}{\partial t}, v_h \right) + \rho c_p \left( \frac{\partial T_h}{\partial t}, \Theta_h \right) + B (u_h; U_h, V_h)$$
$$+ S_1 (u_h; U_h, V_h) + S_2 (U_h, V_h) + S_3 (u_h; U_h, V_h)$$
$$= (f, v_h) + (Q, \Theta_h) + R_1 (u_h; V_h) + R_3 (u_h; V_h),$$

for all $V_h \in \mathcal{X}_h$, where

$$S_1 (u_h; U_h, V_h) = \sum_K \alpha_1 \left[ \bar{P} \left[ -\rho \frac{\partial u_h}{\partial t} - \rho \ddot{u}_h \cdot \nabla u_h + \nabla \cdot \left( \frac{2 \eta(u_h)}{ \eta(u_h) } \nabla u_h \right) - \nabla \rho \right],$$
$$- \rho \ddot{u}_h \cdot \nabla v_h - \nabla \cdot \left( \frac{2 \eta(u_h)}{ \eta(u_h) } \nabla v_h \right) - \nabla q_h \right] K,$$

$$S_2 (U_h, V_h) = \sum_K \alpha_2 \left[ \bar{P} \left[ \nabla \cdot u_h \right], \nabla \cdot v_h \right] K,$$

$$S_3 (u_h; U_h, V_h) = \sum_K \alpha_3 \left[ \bar{P} \left[ -\rho c_p \frac{\partial T_h}{\partial t} - \rho c_p \ddot{u}_h \cdot \nabla T_h + k \Delta T_h \right], - \rho \ddot{u}_h \cdot \nabla \Theta_h - k \Delta \Theta_h \right] K,$$

$$R_1 (u_h; V_h) = \sum_K \alpha_1 \left[ \bar{P} \left[ f \right], \rho u_h \cdot \nabla v_h + \nabla \cdot \left( \frac{2 \eta(u_h)}{ \eta(u_h) } \nabla v_h \right) + \nabla q_h \right] K,$$

$$R_3 (u_h; V_h) = \sum_K \alpha_3 \left[ \bar{P} \left[ Q \right], \rho u_h \cdot \nabla \Theta_h + k \Delta \Theta_h \right] K.$$

The standard way for $\bar{P}$ consist in taking $\bar{P} = I$ (the identity over finite element residuals), leading to the algebraic sub-grid scale method, the option used in this work.

Eq. (1)-(3) represent a non-linear coupled problem. The non-linearties come from both the convective nature of the momentum equation and the non-linear viscosities, which must be linearized. The same happens with the stabilization terms, which depend on the velocity. On the other hand, the thermal coupling comes from the buoyancy forces that depend on the temperature, and the convective term in the energy equation, which depends on the velocity as well. To address this, fixed point method was used to treat all the non-linearities, and the stabilization parameters and non-Newtonian viscosity are computed using the velocity from previous iteration.
Referring to the coupling between the momentum and the energy equation, a nested iterative algorithm that converges to the monolithic solution is used, which summarized in Algorithm 1 found in Appendix A.

3. Numerical results

In this section, the numerical performance of the VMS formulation presented in Subsection 2.4 is evaluated in detail in the benchmark case of natural convection in a differentially heated square cavity. Since this case is the most basic thermally coupled problem due to its simple geometry and boundary conditions, it has been frequently used to validate numerical methods over the years. At the end of this section we will present also the numerical simulation of a simplified heat exchanger.

The natural convection flow in a differentially heated square cavity problem features a $1 \times 1$ cavity, with all its sides set as no-slip walls, of which the two vertical walls are set with different temperatures $T_H$ and $T_C$, and the two horizontal walls are set as adiabatic. Fig. 1 summarizes the boundary conditions (all variables are assumed adimensionalized). The temperature gradient between the heated walls gives rise to density differences that make the buoyancy driven flow possible. Note that according to (5), by using the characteristic length equal to one, the thermal expansion coefficient equal to one, the thermal diffusivity equal to one, density equal to one and the hot and cold wall temperatures as $T_H = 1$ and $T_C = 0$, respectively, the Rayleigh and Prandtl numbers are set as $|\text{Ra}| = \frac{g \alpha}{v \nu}$ and $|\text{Pr}| = \frac{v}{\nu}$, respectively, for power-law fluid flows.

![Boundary conditions and mesh.](image)

The mesh needs to be able to capture the velocity and temperature gradients that appear in the boundary layer in highly convective cases. For this reason the elements are exponentially concentrated near the boundaries. To check the grid dependence of the solution, three meshes of $M_1 = 120 \times 120$, $M_2 = 160 \times 160$ and $M_3 = 200 \times 200$ bilinear quadrilateral elements were tested for $\text{Ra} = 10^5$, $\text{Pr} = 1,000$ and $n = 0.6$. The velocity profiles along the horizontal and vertical centerlines are compared in order to evaluate mesh dependence, since they have high enough gradients to evaluate if the boundary layer is properly characterized. As presented in Fig. 2, the results obtained using $M_2$ and $M_3$ are practically overlapped and have almost unnoticeable differences with $M_1$. This would be usually enough to choose $M_1$ above the other meshes in order to reduce computation costs; however, since higher Rayleigh number computations are certain to have greater velocity and temperature gradients, mesh $M_2$ is used in all cases to ensure the results accuracy.
This section is subdivided in six parts: in Subsection 3.1 results are validated through comparison with results reported in the literature for $Pr = 0.71$ in Newtonian fluids. In Subsection 3.2, new results are presented for $Pr = 0.71$ for power-law fluids. In Subsections 3.3, new results are presented for power-law fluids using $Pr = 0.01$ and $Pr = 1.000$. In Subsections 3.4 and 3.5 an complete analysis regarding the unsteady solutions and heat transfer capabilities of all the studied cases is made. Lastly, a three-dimensional applied problem is presented in Subsection 3.6, where a simplified shell and tubes heat exchanger is analyzed. In this last numerical example, the enhancement of the heat transfer using shear-thinning fluids is quantified for different Reynolds numbers using the logarithmic mean temperature difference.

3.1. Newtonian fluid flow at $Pr = 0.71$

In this subsection, the Newtonian problem is solved for $Pr = 0.71$ using a time dependent approach in order to evaluate the robustness and accuracy of the VMS formulation presented in Subsection 2.4. For low and moderate Rayleigh numbers, steady state solutions are well defined; however, a Hopf bifurcation occurs in the range $1.7 \cdot 10^8 < Ra_c < 1.82 \cdot 10^8$ and the flow becomes unsteady from that $Ra$ onwards. Taking those results as a background, we start computations at $Ra = 10^2$; then the solution obtained is used as initial guess to compute the $Ra = 10^3$ case. By following this idea, the Rayleigh number is increased ten times between each computation until the time dependent behavior is reached. This procedure is known as the continuation method, and it is used to soften the initial transient that would develop by using non-physical initial conditions, thus saving computation time. Results are obtained up to $Ra = 10^8$, whose streamlines and isotherms are presented in Fig. 3. The increase of $Ra$ strengthens the buoyancy forces and breaks the vortex structure of the flow by dividing the initial core vortex into new vortices that are displaced to the top left and bottom right corners of the cavity. The effect is also visible in the temperature field, as when the flow is dominated by conduction a linear temperature profile is displayed, but temperature gradients are increased as convection dominates the flow. Alongside this, a decrease of both hydrodynamic and thermal boundary layer sizes is also found. In order to validate results, Table 1 shows the Nusselt numbers obtained at the hot wall, computed as $Nu = \frac{1}{L} \int_{y=0}^{L} \left[ \frac{\partial T}{\partial y} \right]_{y=0}^{y=L} dy$ (with $L = 1$), showing good agreement with the values found in references [7, 17, 19, 35]. Note that up to this $Ra$, all results reach a steady state.
By increasing the Rayleigh number further from the previous result, using again a continuation method, it is found that the flow goes through a Hopf bifurcation in the range $1.7 \cdot 10^8 < Ra_c < 1.71 \cdot 10^8$, initiating an oscillatory behavior. This oscillation can be described as a slight but continuous throbbing of one or more vortices, which can go unnoticed among the overall results. To properly illustrate this, Fig. 4 shows the results computed at $Ra = 1.71 \cdot 10^8$. In this solution the global flow structure seems steady; however, there is a subtle expansion and contraction of the vortex near the top left and bottom right corners of the cavity. This is checked by plotting the velocity history at a single monitoring point inside the vortex, which describes a constant amplitude oscillation. In order to check the transition from steady to unsteady solution, a Fourier frequency spectrum (FFT) and a velocity-temperature phase diagram are plotted at the monitoring point. The analysis shows that a single and completely clean fundamental frequency is dominating the problem and the phase diagram describes a closed circular trajectory. This means that the solution presents a steady variation of both velocity and temperature. This behavior proves that the solution went through a Hopf bifurcation and will not be able to reach steady state past this Rayleigh number.

<table>
<thead>
<tr>
<th></th>
<th>$Ra = 10^3$</th>
<th>$Ra = 10^4$</th>
<th>$Ra = 10^5$</th>
<th>$Ra = 10^6$</th>
<th>$Ra = 10^7$</th>
<th>$Ra = 10^8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present</td>
<td>1.1178</td>
<td>2.2450</td>
<td>4.5226</td>
<td>8.8316</td>
<td>16.5498</td>
<td>30.3345</td>
</tr>
<tr>
<td>[35]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>16.52</td>
<td>30.31</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Nusselt numbers for $Pr = 0.71$ for $Ra \leq 10^8$ at the hot wall.
For the $Ra = 1.71 \cdot 10^8$ case, a single fundamental frequency of $f = 6,500$ of low amplitude is found, which does not present noise. This behavior is typically found in a solution that has slightly surpassed the critical Rayleigh number value. By increasing this number up to $Ra = 1.82 \cdot 10^8$, as shown in Fig. 5, the fundamental frequency increases to $f = 6,800$ and its first harmonic of $f = 13,600$ is found in the frequency spectrum. Similar results have been presented in [19].

3.2. Effect of the power-law index for $Pr = 0.71$

In the previous subsection, the VMS formulation has proved to be robust enough to easily reach the Hopf bifurcation in the Newtonian case. In this subsection, it is used to study the influence of the power-law index $n$ in the flow dynamics and its time dependent behavior for a fixed $Pr = 0.71$.

The problem is solved for power-law indexes $n = 0.6, 0.8, 1.0$ using the same continuation method described in subsection 3.1. It is well known that for this order of Prandtl numbers, fluid flows do not describe non-Newtonian behavior, however, since the specific literature is devoted to the value of air, we use it to validate our method. On the other hand, the choice to perform the analysis using only shear-thinning fluids is due to the fact that these fluids are the most common in the industry. Non-Newtonian cases present similar flow dynamics to the Newtonian case in conduction dominated situations ($Ra \leq 10^3$), being all characterized by the central core vortex. However, as illustrated in Figures 6 and 7, each case evolves differently when convection dominates over conduction, and the flow development has strong dependence on the power-law index. By increasing the Rayleigh number, the core vortex breaks into two or more vortexes and, according to the results obtained, this happens for lower $Ra$ as $n$ decreases. As illustrated in Figures 6 and 7, this occurs at $Ra \approx 10^7$ and $10^8$ for power-law indexes 0.6 and 0.8, respectively, while it occurs at $Ra \approx 10^6$ in the Newtonian case. An important feature of this is that for shear-thinning fluids the new vortexes tend to stay close to the center of the cavity, while they move close to the vertical walls for Newtonian fluids. In a similar fashion, it was found that the isotherms are more complex as $n$ decreases, which give us the idea that shear-thinning fluids promote convective transport. Regarding the time dependent solution, it was found that
the critical Rayleigh number where the Hopf bifurcation occurs decreases by lowering $n$; this agrees with the idea of the increased convective effect obtained using shear-thinning fluids. The studied cases go through Hopf bifurcations for Rayleigh numbers ranged in $2.5 \cdot 10^4 < Ra_c < 2.75 \cdot 10^4$ for $n = 0.6$ and $5.5 \cdot 10^5 < Ra_c < 6.5 \cdot 10^5$ for $n = 0.8$, initiating their time dependent behavior.

Figure 6: Streamlines and isotherms for $Ra = 10^3$ (left) and $Ra = 10^4$ (right) using $n = 0.6$ and $Pr = 0.71$.

Figure 7: Streamlines and isotherms for $Ra = 10^3$ (left), $Ra = 10^5$ (right) using $n = 0.8$ and $Pr = 0.71$.

While it is clear that, compared to the Newtonian case, the flow develops and takes more complex structures for lower $Ra$ on shear-thinning fluid flows, it is necessary to analyze the influence of $n$ on the velocity and thermal boundary layers. The dimensionless $w$-velocity and temperature profiles are plotted along the horizontal centerline of the cavity in Fig. 8. Compared to the Newtonian profiles, by decreasing $n$ for fixed $Ra$ the maximum velocity increases alongside the velocity and temperature gradients, while both hydrodynamic and thermal boundary layers get thinner. Similar results were reported in [20]. On the other hand, an important characteristic of a non-Newtonian fluid flow is how the viscosity varies through the domain when velocity gradients are higher. On Fig. 9 a viscosity contour for $n = 0.6, 0.8$ and $Ra = 10^4$, and a velocity-viscosity plot along the horizontal centerline of the cavity are showed. It can be clearly seen that the fluid gets thinner the lower $n$ index is, and higher velocities appear where viscosities are lower.
3.3. Effect of Prandtl number on power-law fluid flows.

In this subsection, the influence of the Prandtl number on the flow dynamics and its time dependent behavior is analyzed. As in the previous subsection, computations have been made using the same continuation method described in 3.1. The problem has been solved for Pr = 0.01, 10 and 1,000 for power-law indexes \( n = 0.6, 0.8 \) and the Newtonian case.

In the Pr = 0.01 case, the flow tends to describe a circular shape along the cavity. Figures 10 and 11 show the flow evolution of the streamlines and isotherms for the steady solutions. As the Rayleigh number increases, small vortexes appear at the cavity corners. For this Prandtl number, the flow dynamics develop at extremely early Ra which, in the \( n = 0.6 \) case, where the flow goes through a Hopf bifurcation in a Rayleigh number slightly higher
than the value at which secondary vortices appear. In the other cases, the apparition of additional vortices in the cavity corners occurs at \( Ra \approx 10^4 \) for \( n = 0.8 \) and at \( Ra \approx 10^3 \) for \( n = 1.0 \). In general, the flow becomes time dependent before the flow dynamics manages to change significantly, which means that there may be a quick change from conductive to convective transport; to verify this, however, would require further experiments.

Figure 10: Streamlines and isotherms for \( Pr = 0.01 \) and \( n = 0.8 \) at \( Ra = 10^2 \) (left) and \( Ra = 10^3 \) (right).

Figure 11: Streamlines and isotherms for \( Pr = 0.01 \) and \( n = 1.0 \) at \( Ra = 10^3 \) (left) and \( Ra = 10^4 \) (right).

In the opposite way, the \( Pr = 1.000 \) case is characterized by the delay of every possible development of the flow. Figures 12 and 13, show the detail of the steady solution for increasing \( Ra \). In this case, the vortices get narrower and longer as \( Ra \) increases, while staying close to the vertical walls. The core vortex breaking occurs at \( Ra \approx 10^4 \) for \( n = 0.6 \), \( Ra \approx 10^5 \) for \( n = 0.8 \) and \( Ra \approx 10^6 \) for \( n = 1.0 \), and the Hopf bifurcations have been found at even higher \( Ra \) compared to the Newtonian case. Similar to the other studied cases, the hydrodynamic and thermal boundary layers become thinner, and the isotherms have a more horizontal shape as \( Ra \) increases.

Figure 12: Streamlines and isotherms for \( Pr = 1.000 \) and \( n = 0.6 \) at \( Ra = 10^6 \) (left) and \( Ra = 10^7 \) (right).
To verify the influence of the Prandtl number on the flow, a comparison is made for every power-law index separately. In Fig. 14, the $v$-velocity and temperature profiles are plotted for a fixed $Ra = 10^7$. This value is chosen to make a consistent comparison, since some cases become time dependent beyond this value. Both the maximum velocity and the velocity gradient increase as $Pr$ decreases, which gives us the idea that the flow becomes more convective when this decrease happens. Nevertheless, the temperature profiles seem to be unaffected by the Prandtl number variations. The same happens when higher $Ra$ cases are compared; as seen in Fig. 15, the temperature profiles are similar for $Pr = 10$ and 1,000, and only slightly different for $Pr = 0.71$. At this point it is safe to state that any variation of the Prandtl number has a greater effect on velocities than on temperatures, which are almost unaffected; similar results were reported in [20].
In the same way as the results showed in the Pr = 0.71 case, viscosities proven to be lower for higher velocity gradients, which result on an overall higher velocity magnitude that is specially notorious on the boundary layer. As a comparison, viscosity contours and velocity-viscosity plots are showed on Fig. 16 and 17 for Pr = 0.01 and 1,000. The shear-thinning effect increases as n decreases, a notorious example is shown at the right plot of the figures, where for the same Prandtl and Rayleigh numbers, viscosity is lower and velocity magnitude is higher in the boundary layer for n = 0.6 compared to n = 0.8. Note that in the case of Pr = 1,000, the boundary layer is extremely thin due to the highly convective dynamics developed for Ra = 10^7, and only a small section of the boundary layer is plotted.

Figure 15: Temperature profiles along the horizontal centerline for different Pr at Ra = 10^4 (left) and Ra = 10^6 (right).

Figure 16: Viscosity contour fill for n = 0.6 (left), n = 0.8 (center) and velocity magnitude-viscosity along the horizontal centerline of the cavity (right) for Ra = 10^7 and Pr = 0.01.
Figure 17: Viscosity contour fill for \( n = 0.6 \) (left), \( n = 0.8 \) (center) and velocity magnitude-viscosity along the horizontal centerline of the cavity (right) for \( \text{Ra} = 10^7 \) and \( \text{Pr} = 1,000 \).

To further validate non-Newtonian cases, the Nusselt numbers are directly compared with results found in [20] which contains steady state solutions for the Prandtl numbers used in this work. Results are plotted as function of \( \text{Ra} \) and \( n \) for a fixed \( \text{Pr} = 1,000 \) in Figure 18. The percentage difference of results goes from 1.76% in the Newtonian case for the lowest \( \text{Ra} \) to 6.7% in \( n = 0.6 \) for the highest \( \text{Ra} \) value, showing that obtained results are consistent with those reported in the literature.

![Graphs showing Nusselt numbers for different Ra and n for a fixed Pr = 1,000 compared with [20]].

3.4. Nusselt number analysis.

Regarding the heat transfer capabilities of each fluid, the Nusselt number has been obtained at the hot wall of the cavity, and the new results for non-Newtonian steady solutions are summarized in Tables 2 to 5. Computations have been made also for \( \text{Pr} = 1 \), although the results are not included because they are similar to the \( \text{Pr} = 0.71 \) case. Note that the Nusselt number values are reported for stationary solutions only.

<table>
<thead>
<tr>
<th></th>
<th>( n = 0.6 )</th>
<th>( n = 0.8 )</th>
<th>( n = 1.0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Ra} = 10^2 )</td>
<td>1.0029</td>
<td>1.0018</td>
<td>1.0014</td>
</tr>
<tr>
<td>( \text{Ra} = 10^3 )</td>
<td>-</td>
<td>1.2500</td>
<td>1.1025</td>
</tr>
<tr>
<td>( \text{Ra} = 10^4 )</td>
<td>-</td>
<td>-</td>
<td>1.9569</td>
</tr>
</tbody>
</table>

Table 2: Nusselt numbers at the hot wall for \( \text{Pr} = 0.01 \).
<table>
<thead>
<tr>
<th></th>
<th>n = 0.6</th>
<th>n = 0.8</th>
<th>n = 1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ra = 10²</td>
<td>1.0030</td>
<td>1.0019</td>
<td>1.0014</td>
</tr>
<tr>
<td>Ra = 10³</td>
<td>1.8076</td>
<td>1.3161</td>
<td>1.1178</td>
</tr>
<tr>
<td>Ra = 10⁴</td>
<td>4.0817</td>
<td>2.9877</td>
<td>2.2450</td>
</tr>
<tr>
<td>Ra = 10⁵</td>
<td>-</td>
<td>6.1700</td>
<td>4.5226</td>
</tr>
<tr>
<td>Ra = 10⁶</td>
<td>-</td>
<td>-</td>
<td>8.8316</td>
</tr>
<tr>
<td>Ra = 10⁷</td>
<td>-</td>
<td>-</td>
<td>16.5498</td>
</tr>
<tr>
<td>Ra = 10⁸</td>
<td>-</td>
<td>-</td>
<td>30.3345</td>
</tr>
</tbody>
</table>

Table 3: Nusselt numbers at the hot wall for Pr = 0.71.

<table>
<thead>
<tr>
<th></th>
<th>n = 0.6</th>
<th>n = 0.8</th>
<th>n = 1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ra = 10²</td>
<td>1.0030</td>
<td>1.0019</td>
<td>1.0014</td>
</tr>
<tr>
<td>Ra = 10³</td>
<td>1.8575</td>
<td>1.3175</td>
<td>1.1178</td>
</tr>
<tr>
<td>Ra = 10⁴</td>
<td>5.1394</td>
<td>3.2609</td>
<td>2.2748</td>
</tr>
<tr>
<td>Ra = 10⁵</td>
<td>12.0374</td>
<td>7.3844</td>
<td>2.8990</td>
</tr>
<tr>
<td>Ra = 10⁶</td>
<td>-</td>
<td>15.5922</td>
<td>9.2385</td>
</tr>
<tr>
<td>Ra = 10⁷</td>
<td>-</td>
<td>31.5550</td>
<td>17.3829</td>
</tr>
<tr>
<td>Ra = 10⁸</td>
<td>-</td>
<td>-</td>
<td>32.0212</td>
</tr>
<tr>
<td>Ra = 10⁹</td>
<td>-</td>
<td>-</td>
<td>58.4943</td>
</tr>
<tr>
<td>Ra = 10¹⁰</td>
<td>-</td>
<td>-</td>
<td>106.8007</td>
</tr>
</tbody>
</table>

Table 4: Nusselt numbers at the hot wall for Pr = 10.

<table>
<thead>
<tr>
<th></th>
<th>n = 0.6</th>
<th>n = 0.8</th>
<th>n = 1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ra = 10²</td>
<td>1.0030</td>
<td>1.0019</td>
<td>1.0014</td>
</tr>
<tr>
<td>Ra = 10³</td>
<td>1.8588</td>
<td>1.3174</td>
<td>1.1178</td>
</tr>
<tr>
<td>Ra = 10⁴</td>
<td>5.4069</td>
<td>3.2730</td>
<td>2.3083</td>
</tr>
<tr>
<td>Ra = 10⁵</td>
<td>13.9009</td>
<td>7.4460</td>
<td>4.7448</td>
</tr>
<tr>
<td>Ra = 10⁶</td>
<td>33.7299</td>
<td>15.9648</td>
<td>9.3339</td>
</tr>
<tr>
<td>Ra = 10⁷</td>
<td>79.3210</td>
<td>32.7635</td>
<td>17.6010</td>
</tr>
<tr>
<td>Ra = 10⁸</td>
<td>-</td>
<td>67.3876</td>
<td>32.5532</td>
</tr>
<tr>
<td>Ra = 10⁹</td>
<td>-</td>
<td>-</td>
<td>59.5297</td>
</tr>
<tr>
<td>Ra = 10¹⁰</td>
<td>-</td>
<td>-</td>
<td>108.0825</td>
</tr>
<tr>
<td>Ra = 10¹¹</td>
<td>-</td>
<td>-</td>
<td>201.0267</td>
</tr>
<tr>
<td>Ra = 10¹²</td>
<td>-</td>
<td>-</td>
<td>377.8206</td>
</tr>
</tbody>
</table>

Table 5: Nusselt numbers at the hot wall for Pr = 1,000.

It is observed that by increasing Ra the Nusselt number rapidly increases for all n and Pr considered; this makes sense, since the buoyancy forces get stronger than the viscous forces by increasing Ra, and thus the strength of the natural convection is increased. Another important characteristic of the flow is that any variation of Pr has
a weak effect on the heat transfer capabilities; however, there is a slight decrease of \( \text{Nu} \) when decreasing \( Pr \) for fixed \( n \) and \( Ra \). Fig. 19 summarizes this behavior for all cases, where all curves are almost overlapped for any \( Pr \) number. In the other hand, the opposite happens when varying \( n \), since, as proved in Subsection 3.2, it has great influence on the flow. As seen in Fig. 20, by decreasing \( n \) the Nusselt number is strongly boosted for a fixed \( Pr \), making shear-thinning fluids those with the strongest heat transfer capabilities. Note that since Nusselt numbers are plotted only in cases that reached stationary results, the number of points of each plot depends on the \( Pr \) and \( n \) that is analyzed.

![Figure 19: Nusselt number for different \( n \).](image)

![Figure 20: Nusselt number for different \( Pr \).](image)

### 3.5. Time dependent solutions

Given the results presented in Subsections 3.2 and 3.3, it can be anticipated that the Rayleigh number for which the Hopf bifurcation occurs increases with both the Prandtl number and the power-law index. Table 6 presents the specific values that we have found of the range where the bifurcation takes place. A graphical representation of these numbers is illustrated in Fig. 21.

<table>
<thead>
<tr>
<th>( n = 0.6 )</th>
<th>( n = 0.8 )</th>
<th>( n = 1.0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Pr = 0.01 )</td>
<td>( 5.00 \cdot 10^2 \leq Ra_c \leq 5.25 \cdot 10^2 )</td>
<td>( 2.50 \cdot 10^3 \leq Ra_c \leq 2.75 \cdot 10^3 )</td>
</tr>
<tr>
<td>( Pr = 0.71 )</td>
<td>( 2.50 \cdot 10^4 \leq Ra_c \leq 2.75 \cdot 10^4 )</td>
<td>( 5.50 \cdot 10^5 \leq Ra_c \leq 6.00 \cdot 10^5 )</td>
</tr>
<tr>
<td>( Pr = 10 )</td>
<td>( 4.75 \cdot 10^5 \leq Ra_c \leq 4.85 \cdot 10^6 )</td>
<td>( 1.55 \cdot 10^7 \leq Ra_c \leq 1.6 \cdot 10^7 )</td>
</tr>
<tr>
<td>( Pr = 1,000 )</td>
<td>( 3.00 \cdot 10^7 \leq Ra_c \leq 4.00 \cdot 10^7 )</td>
<td>( 1.10 \cdot 10^9 \leq Ra_c \leq 1.50 \cdot 10^9 )</td>
</tr>
</tbody>
</table>

Table 6: Rayleigh number range where Hopf bifurcations has been found.
Regarding the time dependent dynamics, the oscillations appear in a similar fashion as in the Newtonian case presented in subsection 3.1, where the global solution seems steady but the small vortices located close to the walls throb slightly at a fixed frequency. In the $Pr = 0.71$ case, the Hopf bifurcation takes place at a lower $Ra$ for pseudoplastic fluids. Figures 22 and 23 show streamlines, isotherms, Fourier frequency spectrum and phase diagram for time dependent cases.

![Figure 21: $Ra_c$ for different $Pr$ and $n$](image1)

![Figure 22: From left to right: Streamlines and isotherms for $Ra = 2.75 \cdot 10^9$, $Pr = 0.71$, $n = 0.6$, Fourier frequency spectrum and phase diagram at coordinates (0.19, 0.04).](image2)

![Figure 23: From left to right: Streamlines and isotherms for $Ra = 1.6 \cdot 10^7$, $Pr = 10$, $n = 0.8$, Fourier frequency spectrum and phase diagram at coordinates (0.06, 0.92).](image3)

In the $Pr = 0.01$ case, the Hopf bifurcations have been found at extremely low $Ra$ compared to the $Pr = 0.71$ case. Likewise, for $Pr = 1.000$, the Hopf bifurcations have been found at extremely high $Ra$. Figures 24 and 25...
show the streamlines, isotherms, frequency spectrum and phase diagram of the first time dependent solution found in two of the cases. A notable characteristic of these cases is that for lower Pr and $n$, the Ra for which the problem turns globally oscillatory approaches to Ra, and determining the range where the Hopf bifurcation occurs requires a cautious search.

![Figure 24: From left to right: Streamlines and isotherms for $Ra = 4 \cdot 10^6$, Pr = 1,000, $n = 0.6$, Fourier frequency spectrum and phase diagram at coordinates (0.5, 0.01).](image)

![Figure 25: From left to right: Streamlines and isotherms for $Ra = 2.4 \cdot 10^3$, Pr = 0.01, $n = 0.8$, Fourier frequency spectrum and phase diagram at coordinates (0.26, 0.29).](image)

Lastly, it has been found that the fundamental frequencies increase following the same trend as the Hopf bifurcations found: as $n$ and Pr increase, the frequencies are higher. Table 7 summarizes the values that we have found for the first time dependent solutions in different cases, which are defined by the upper limit of the ranges presented in Table 6. For a fixed Pr value, the fundamental frequency value increases slightly with $n$; however, for a fixed $n$ there is a strong increase in the frequency values as Pr increases. It is important to note that the differences in their values depend also on the Rayleigh number value in which the bifurcation has been found, and the fact that the higher frequencies are found in the most convective cases.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Pr = 0.01</th>
<th>Pr = 0.71</th>
<th>Pr = 10</th>
<th>Pr = 1,000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3.2</td>
<td>82.5</td>
<td>700</td>
<td>265000</td>
</tr>
<tr>
<td></td>
<td>4.53</td>
<td>255</td>
<td>798</td>
<td>671900</td>
</tr>
<tr>
<td></td>
<td>16.2</td>
<td>6500</td>
<td>28000</td>
<td>7099000</td>
</tr>
</tbody>
</table>

Table 7: Fundamental frequencies of the first time dependent solution.

3.6. Shell and tubes heat exchanger

In this subsection, a simplified shell and tubes heat exchanger is analyzed. Similar problems have been studied by many authors both numerically and experimentally, in order to improve the design and performance of these
devices [37, 38, 39, 40]; the design changes often include modifications on baffles [41, 42] and arrangements of tubes [43]. However, in this work the heat exchange improvement is tested by using non-Newtonian fluids instead of modifying the exchanger geometry. The aim of this part of the work is to evaluate the enhancement of heat transfer using shear-thinning fluids in an applied problem. As a simplification, natural convection is not considered in the problem and, therefore, the heat transfer comes from purely forced convection. This implies that a possible Hopf bifurcation would depend only on $Re$, since $Ra = 0$, while for a mixed convection problem it would depend on both $Re$ and $Ra$.

A 2D section of the computational domain is presented in Fig. 26. Note that all dimensions are relative to the entrance diameter $D$. No-slip conditions are set in all surfaces except for the entrance and exit of the shell, which are set to a fixed unitary inlet velocity and free traction, respectively. For the thermal boundary conditions, the walls and baffles are set as adiabatic, and the flow is assumed to enter the shell at a fixed cold temperature ($T_C = 0$). In order to focus the study on the heat exchange performance of non-Newtonian fluids that flow through the shell, the tubes are set with a fixed hot temperature ($T_H = 1$), which should be maintained by an isothermal internal fluid, for example.

The logarithmic mean temperature difference (LMTD) is a common tool used to calculate heat exchangers since it accurately describes the non-linear heat transfer that characterizes them [44]. We use it here to check the performance of the system for different power-law indexes.

For heat exchangers, the Reynolds number is computed differently depending on how the authors approach the problem. The main difference is how the hydraulic diameter is computed, which is usually a function of the shell diameter, the tube diameters, the number of tubes, transversal areas or any important geometric feature characteristic of the work of each author [37, 45, 46]. In our case, the Reynolds number is computed as described in Eq. (5), being $U$ the flow velocity at the entrance of the shell and using the diameter $D$ as the characteristic length. The Prandtl number, which is computed as described in Eq. (5), is reduced to the expression $Pr \approx m$ and is set to a value equal to 5 for every case. As for the LMTD, it is computed as

$$\Delta T_{ml} = \frac{\Delta T_1 - \Delta T_2}{\ln(\Delta T_1/\Delta T_2)} = \frac{T_{out} - T_C}{\ln(\frac{T_H - T_C}{T_H - T_{out}})},$$

where $\Delta T_1 = T_H - T_C$ and $\Delta T_2 = T_H - T_{out}$ are the temperature difference between the shell and the tubes in the entrance and the exit, respectively, and $T_{out}$ is the mean temperature at the exit of the shell side, computed as the average of a set of 9 points at the outlet surface.

For the numerical experiment, the problem is solved for Reynolds numbers up to $Re = 700$ for Newtonian and
shear-thinning fluids, using power-law indexes \( n = 0.5, 0.75, 1.0 \). All cases are solved using a mesh of 1,900,000 unstructured linear tetrahedral elements. Streamlines and isotherms in the case of \( Re = 100 \) and \( n = 0.75 \) are shown in Fig. 27 in order to show the heat exchanger dynamics.

![Figure 27: 3D Streamlines and isotherms for \( n = 0.75 \) and \( Re = 100 \).](image)

A detailed view of a section through the entrance of the shell, perpendicular to the tubes, is presented in Fig. 28 for \( n = 0.5 \) cases, up to \( Re = 700 \). As seen in the velocity vectors through increasing \( Re \), the flow evolves into a complex flow structure as the Reynolds number increases, being close to the entrance where the most complex dynamics take place. The last image in Fig. 28 is related to the viscosity contours associated to the \( Re = 700 \) case. In this image, it can be seen that the lowest viscosity values are found in the zones where the velocity gradients are higher, as expected from the rheological point of view. As for the \( n = 0.75 \) cases, the flow evolve similarly but less pronounced shear-thinning dynamics.

![Figure 28: Inlet cut plane of \( n = 0.5 \) cases, from left to right: velocity vectors for \( Re = 300, 500, 700 \) and viscosity contours for \( Re = 700 \).](image)

The numerical values of the LMTD in each case are presented in Table 8. The LMTD decreases for lower \( n \) and \( Re \) values, which means that the cold fluid heats in a shorter length through the shell, proving that the heat exchange is stronger when using shear-thinning fluids for a fixed \( Re \) at the same flow conditions.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( Re = 100 )</th>
<th>( Re = 300 )</th>
<th>( Re = 500 )</th>
<th>( Re = 700 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.23443566</td>
<td>0.35446767</td>
<td>0.38151896</td>
<td>0.39809371</td>
</tr>
<tr>
<td>0.75</td>
<td>0.37171724</td>
<td>0.46817087</td>
<td>0.49013614</td>
<td>0.51338056</td>
</tr>
<tr>
<td>1.0</td>
<td>0.52324019</td>
<td>0.56642185</td>
<td>0.62668311</td>
<td>0.71269488</td>
</tr>
</tbody>
</table>

Table 8: Logarithmic mean temperature difference for \( Re = 100, 300, 500, 700 \) and \( n = 0.5, 0.75, 1 \).

By analyzing the relative difference of the results reported in Table 8, the heat transfer enhancement due to the LMTD improvement obtained by using a pseudoplastic fluid instead of a Newtonian fluid goes from 27.9% at the
lowest Reynolds number using $n = 0.75$, to 44.1% at the highest Reynolds number using $n = 0.5$ of the studied cases. Regarding the time dependent behavior of the problem, there was no sign of flow instabilities in the range of physical parameters studied.

4. Conclusion

In this work, a VMS finite element formulation has been used in the thermally coupled cavity flow problem to validate existing results of Newtonian and non-Newtonian fluid flows found in the literature. The formulation has proved to be robust enough to compute high Rayleigh number flows of power-law fluids accurately.

The buoyancy driven flow has been analyzed using both Newtonian and non-Newtonian fluids, in order to understand the influence of $n$ and $Pr$ in the flow dynamics and its thermal capabilities at high $Ra$. It has been found that, in comparison to Newtonian fluids, shear-thinning fluids have improved heat transfer capabilities for a fixed $Ra$ and $Pr$, and they also improve by increasing $Ra$ independently of the fluid type. The power-law index has also a great influence in the critical value of $Ra$ ($Ra_*)$ that defines when the time dependent behavior sets; it has been found that the Hopf bifurcation appears later as both $n$ and $Pr$ increase independently. As for the effect of $Pr$, it has been found that it has little influence on the Nusselt number but it greatly delays the development of the flow. The influence of $n$ and $Pr$ is strong in the flow dynamics, and the $Ra_*$ for which the Hopf bifurcation occurs can drastically change depending on their values.

Regarding the simplified heat exchanger example, significant improvements have been found regarding the enhancement of heat transfer using shear-thinning fluids compared with their Newtonian counterpart, opening the door for more complex and realistic future studies.

As a summary, this work intends to contribute with extensive information to understand the thermal behavior of non-Newtonian fluids, both in steady state flows and in the transition to time dependent flows through flow instabilities.
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Appendix A

In Algorithm 1, non-linear and global iterations are needed. Note that using this procedure, segregation errors are avoided, which is important when searching the critical values of the dimensionless numbers that yield Hopf bifurcations. If we denote with a double superscript the time step (τ) and iteration counter (i), then we can solve the problem at time step j + 1 and to find the i + 1 iteration of the unknowns; however, in our case a third superscript k that takes into account the global convergence of the problem is needed. Therefore, the unknowns velocity and
pressure are defined by \( u_h^{j+1,k+1,i+1} \) and \( p_h^{j+1,k+1,i+1} \), respectively, while the temperature unknown is \( T_h^{j+1,k+1} \), as the energy equation is linear in the temperature for a given velocity. The \( k \) counter ensures global convergence between the three unknown fields, and thus, the temporal error is that of the time scheme integrator (Eq. (13)).

The superscripts in the stabilization parameters, the viscosity and the residuals (for the momentum equation \( R_u \) and for the energy equation \( R_T \)) correspond to those of the variables with which they have been computed.

**Algorithm 1 Decoupling in time algorithm.**

For each time step \( j + 1 \) do:

**Global Step** (global loop, \( k \) counter):

*Known data:* \( u_h^{j-1}, u_h^{j+1,k}, p_h^{j+1,k} \) and \( T_h^{j+1,k} \)

**First step** (non-linear loop): Solve the Navier-Stokes equations for a known body force term.

*Known data:* \( u_h^{j+1,k+1,i}, p_h^{j+1,k+1,i} \)

\[
\begin{align*}
\rho \left( \frac{3u_h^{j+1,k+1,i+1}}{2\delta t}, v_h \right) + \rho \varepsilon_h^{j+1,k+1,i+1} \cdot \nabla u_h^{j+1,k+1,i+1}, v_h \right) - \left( p_h^{j+1,k+1,i+1}, \nabla \cdot v_h \right) \\
+ \left( 2\eta^{j+1,k+1,i} \nabla \cdot u_h^{j+1,k+1,i+1}, \nabla \cdot v_h \right) + \sum \alpha_2^{j+1,k+1,i} \left( \nabla \cdot u_h^{j+1,k+1,i+1}, \nabla \cdot v_h \right)_K \\
+ \sum \alpha_2^{j+1,k+1,i} \left( R_u^{j+1,k+1,i+1}, -\rho u_h^{j+1,k+1,i+1} \cdot \nabla v_h - \nabla \cdot (2\eta^{j+1,k+1,i} \nabla v_h) \right) = \langle \rho g \beta \left( T_h^{j+1,k} - T_{ref} \right), v_h \rangle \\
+ \rho \left( 4u_h^{j+1,k+1,i+1} - u_h^{j+1,k+1,i} \right), v_h \right) \\
\left( \nabla \cdot u_h^{j+1,k+1,i+1}, q_h \right) + \sum \alpha_1^{j+1,k+1,i} \left( R_u^{j+1,k+1,i+1}, -\nabla q_h \right) = 0,
\end{align*}
\]

Check convergence between: Velocity \( (u_h^{j+1,k+1,i+1} \) and \( u_h^{j+1,k+1,i+1} \) and pressure \( (p_h^{j+1,k+1,i+1} \) and \( p_h^{j+1,k+1,i+1} \)

**Set:** \( u_h^{j+1,k+1} := u_h^{j+1,k+1,i+1} \) and \( p_h^{j+1,k+1} := p_h^{j+1,k+1,i+1} \)

**Second Step:** Solve the energy equation using the velocity obtained in step 1.

\[
\begin{align*}
\rho c_p \left( \frac{3T_h^{j+1,k+1}}{2\delta t}, \Theta_h \right) + \rho c_p u_h^{j+1,k+1,i+1} \cdot \nabla T_h^{j+1,k+1,i+1}, \Theta_h \right) + k \left( \nabla T_h^{j+1,k+1,i+1}, \nabla \Theta_h \right) \\
+ \sum \alpha_3^{j+1,k+1,i} \left( R_T^{j+1,k+1,i}, -\rho c_p u_h^{j+1,k+1,i+1} \cdot \nabla \Theta_h - k \Delta \Theta_h \right)_K = \rho c_p \left( 4T_h^{j+1,k+1,i+1} - T_h^{j+1,k+1,i} \right), \Theta_h \right),
\end{align*}
\]

Check convergence between: Velocity \( (u_h^{j+1,k+1} \) and \( u_h^{j+1,k+1} \), pressure \( (p_h^{j+1,k+1} \) and \( p_h^{j+1,k+1} \) and temperature \( (T_h^{j+1,k+1} \) and \( T_h^{j+1,k+1} \)

**Set:** \( u_h^{j+1} = u_h^{j+1,k+1} \), \( p_h^{j+1} = p_h^{j+1,k+1} \) and \( T_h^{j+1} = T_h^{j+1,k+1} \)