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Abstract
In this paper, we propose and analyze the stability and the dissipative structure of a new dynamic term-by-term stabilized finite element formulation for the Navier-Stokes problem that can be viewed as a variational multiscale (VMS) method under some assumptions. The essential point of the formulation is the time dependent nature of the subscales and, contrary to residual-based formulations, the introduction of two velocity subscale components. They represent the components of the convective and the pressure gradient terms, respectively, of the momentum equation that cannot be captured by the finite element mesh. A key idea of the proposed method is that the convective subscale is close to a solenoidal field and the pressure gradient subscale is close to a potential field. The method ensures stability in anisotropic space-time discretizations, which is proved using numerical analysis for a linearized problem and demonstrated in classical numerical tests. The work includes a detailed description of the proposed formulation and several numerical examples that serve to justify our claims.
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1. Introduction

In the numerical simulation of physical phenomena many times anisotropic space-time discretization are needed. This anisotropy has to be understood as space-time partitions in which $h$ (space discretization size) and $\delta t$ (time step size of the time discretization) are independently refined, and in particular they do not need to satisfy the well know condition $h^2 \leq C\delta t$, with $C$ a constant independent of $h$ and $\delta t$, that usually appears in stabilized finite element methods (see [1]).

The stabilized finite element methods that we will consider can be cast in the variational multiscale (VMS) framework [2] (see [3] for an overview). In particular, the unknown is split into its finite element component and the subgrid scale (or subscale), which cannot be captured by the finite element mesh. Approximating the subgrid scale in terms of the finite element scale provides a formulation that is (hopefully) stable for the latter. This is why the resulting methods can be termed as subgrid scale (SGS) stabilized finite element methods.

One of the most common approximations used in SGS stabilization methods is to neglect the time derivative of the subscales, which are then called quasi-static. The resulting formulations require the condition
mentioned above, and are therefore unstable for anisotropic space-time discretizations [4, 5, 6].

This will not be the case in the formulation we present in this paper.

In [6], the precise definition of the numerical dissipation for the orthogonal subscale stabilization introduced in [4] for incompressible flows was given and analyzed in detail, comparing additionally the diffusion introduced by the numerical discretization of the problem with respect to the diffusion introduced by a classical large eddy simulation (LES) model. In [5], the role of the orthogonal projections was discussed and analyzed in detail, proving stability and opening the door to solve turbulent incompressible flows with arbitrary time step sizes for fixed meshes if dynamic SGS methods are used. Indeed, in the last years, some VMS finite element methods have been proved to be able to solve turbulent flows accurately, giving the possibility to represent the large scales and the inertial range of the Kolmogorov cascade [5, 6, 7, 8]. In these works, the tracking of the subscales in time required by the approximation of their time derivative has been proved to be crucial, and it has even been shown that it reduces the CPU time of the calculations due to the reduction of nonlinear iterations needed to solve each time step.

Stabilized finite element methods were initially motivated for the steady-state case and later extended to the transient case (see for example [9] for an early space-time approach). In a VMS method, the exact problem for the subgrid scales involves inverting a differential operator; the approximation to this operator leads to the stabilization parameters on which the formulation depends. A classical way to proceed is to consider the time derivative discretized by finite differences, and therefore to consider its effect as a source with coefficient $\delta t^{-1}$, and to neglect the time derivative of the subscales. Thus, the stabilization parameters depend on $\delta t^{-1}$. This in particular implies that the steady state solution, if it exists, depends on the value of $\delta t$ used to step in time. Apart from this inconsistency, as it has been mentioned this approach is unstable for anisotropic space-time discretizations, as pointed out in [10, 1].

The forcing term in the exact problem for the subscales contains essentially the residual of the finite element solution. When approximating the subscale, it is thus proportional to this residual, so that the resulting stabilized formulation is said to be residual-based. This is the most common option [2, 11, 12], leading to consistent problems for the finite element scale. In the VMS approach, the subscale is multiplied by the adjoint of the differential operator of the problem being solved applied to the test functions of the finite element scale, and the result integrated element-wise. We have observed that in some cases with non-smooth solutions, the cross products of the different components of the differential operator in the finite element residual and the adjoint operator applied to the test functions may yield local instabilities. In [13, 14], a non-residual-based VMS method for the momentum equation based on orthogonal projections was proved to be able to solve more elastic cases than a residual-based one. On the other hand, fractional step methods can be formulated more easily using non-residual-based methods due to the inclusion of less cross terms that do not play any stability role. Motivated in these two facts, we propose in this paper a dynamic term-by-term VMS method, with all the well known stability properties of the dynamic residual-based stabilized methods but with a term-by-term non-residual-based structure. The key ideas, explained along the paper, are the orthogonal projections that give place to an optimal order non-consistent method, and the tracking of the subscales in time. The novelty is that here we will consider two velocity subscales for incompressible flows.

The paper is organized as follows. In Section 2 the problem is stated. In Section 3 the stabilized finite element method we propose is presented, while in Section 4 the method is analyzed for a linearized problem. The numerical results used to test the new formulation are presented in Section 5, and, finally, conclusions
are collected in Section 6.

2. Problem statement and Galerkin finite element discretization

2.1. Boundary value problem

Let \( \Omega \subset \mathbb{R}^d \), with \( d = 2 \) or \( 3 \), be the computational domain in which the flow takes place during the time interval \((0, T)\), assumed to be bounded and polyhedral, and let \( \partial \Omega \) be its boundary. If \( u \) is the velocity field and \( p \) the pressure, the incompressible Navier-Stokes equations for a Newtonian fluid are

\[
\frac{\partial u}{\partial t} + u \cdot \nabla u + \nabla p - \nu \Delta u = f, \quad \text{in} \; \Omega, \; t \in (0, T),
\]

\[
\nabla \cdot u = 0, \quad \text{in} \; \Omega, \; t \in (0, T),
\]

where \( f \) represents the vector of external forces and \( \nu \) is the kinematic viscosity of the fluid. Equations (1) and (2) must be supplied with an initial condition of the form \( u = u^0 \) in \( \Omega \), \( t = 0 \), and a boundary condition which, for simplicity, will be taken as \( u = 0 \) on \( \partial \Omega \), \( t \in (0, T) \).

2.2. Dissipative structure

In order to study the dissipative structure of the finite element method proposed later, let us recall the results in [6] referring to the dissipative structure of the original Navier-Stokes equations and of a classical filtered LES approach. If we denote with an overbar filtered quantities and introduce the residual stress tensor \( \tau \), with components \( \tau_{ij} = u_i u_j - \overline{u}_i \overline{u}_j \), the equations to be solved in a LES approach are

\[
\frac{\partial \overline{u}}{\partial t} + \overline{u} \cdot \nabla \overline{u} + \nabla \overline{p} - \nu \Delta \overline{u} + \nabla \cdot \tau = f, \quad \text{in} \; \Omega, \; t \in (0, T),
\]

\[
\nabla \cdot \overline{u} = 0, \quad \text{in} \; \Omega, \; t \in (0, T).
\]

From Eqs. (1)-(2) one gets the equation for the kinetic energy \( k = \frac{1}{2} u \cdot u \):

\[
\frac{\partial k}{\partial t} + u \cdot \nabla k + u \cdot \nabla p - \nu \Delta k + \nabla u : \nabla u = u \cdot f, \quad \text{in} \; \Omega, \; t \in (0, T),
\]

which integrating over an arbitrary volume \( \omega \subset \Omega \) with exterior unit normal \( \hat{n} \) gives:

\[
\int_{\omega} \frac{\partial k}{\partial t} + \oint_{\partial \omega} \hat{n} \cdot [u (k + p) - \nu \nabla k] + \int_{\omega} \nu \nabla u : \nabla u = \int_{\omega} u \cdot f.
\]

The counterpart of these equations for the LES model, obtained from Eqs. (3)-(4) are:

\[
\frac{\partial \overline{k}}{\partial t} + \overline{u} \cdot \nabla \overline{k} + \overline{u} \cdot \nabla \overline{p} - \nu \Delta \overline{k} + \nabla \overline{u} : \nabla \overline{u} + \nabla \cdot (\overline{u} \cdot \tau) + \nabla \cdot \tau = \overline{u} \cdot f,
\]

\[
\int_{\omega} \frac{\partial \overline{k}}{\partial t} + \oint_{\partial \omega} \hat{n} \cdot [\overline{u} (\overline{k} + \overline{p}) - \nu \nabla \overline{k} + \overline{u} \cdot \tau] + \int_{\omega} \nu \nabla \overline{u} : \nabla \overline{u} + \int_{\omega} \nu \nabla \overline{u} : \tau = \int_{\omega} \overline{u} \cdot f.
\]

2.3. Variational form

From the point of view of the discrete approximation, the incompressible Navier-Stokes problem (1)-(2), and the LES problem (3)-(4), are identical, except for the divergence of the residual stress tensor, and therefore the same discrete formulation is usually used.
Let us introduce some standard notation. The space of functions whose $l$-th power ($1 \leq l < \infty$) is integrable in a domain $\omega$ is denoted by $L^l(\omega)$, $L^\infty(\omega)$ being the space of bounded functions in $\omega$. The space of functions whose distributional derivatives of order up to $m \geq 0$ (integer) belong to $L^2(\omega)$ is denoted by $H^m(\omega)$. The space of functions in $H^1(\omega)$ vanishing on $\partial \Omega$ is denoted by $H^1_0(\Omega)$. The topological dual of $H^1_0(\omega)$ is denoted by $H^{-1}(\omega)$.

If $f$ and $g$ are functions (or distributions) such that $fg$ is integrable in the domain $\omega$ under consideration, we denote $\langle f, g \rangle_\omega = \int_\omega fg$, so that, in particular, $\langle \cdot, \cdot \rangle_\omega$ is the duality pairing between $H^{-1}(\omega)$ and $H^1_0(\omega)$. When $f, g \in L^2(\omega)$, we write the inner product as $\langle \cdot, \cdot \rangle_\omega = \langle \cdot, \cdot \rangle$. This notation is simplified when $\omega = \Omega$ as follows: $\langle \cdot, \cdot \rangle_\omega = \langle \cdot, \cdot \rangle$ and $\langle \cdot, \cdot \rangle$.

Let $\mathbf{V} = (H^1_0(\Omega))^d$ and $Q = L^2(\Omega)/\mathbb{R}$, the spaces of velocity and pressure, respectively. If we denote $\mathcal{X} := \mathbf{V} \times Q$, the weak form of the problem (1)-(2) consists in finding $\mathbf{U} = [u, p] : (0, T) \to \mathcal{X}$ such that

\[
\left( \frac{\partial u}{\partial t}, v \right) + B(u; \mathbf{U}, \mathbf{V}) = \langle f, v \rangle, \quad (6)
\]

almost everywhere in $(0, T)$ and for all $\mathbf{V} = [v, q] \in \mathcal{X}$, satisfying the initial condition in a weak $L^2$-sense, and with

\[
B(\mathbf{a}; \mathbf{U}, \mathbf{V}) := \nu (\nabla u, \nabla v) + \langle \mathbf{a} \cdot \nabla u, v \rangle - (p, \nabla \cdot v) + (q, \nabla \cdot u),
\]

where $f$ has been assumed to belong to $(H^{-1}(\Omega))^d$ for each $t \in (0, T)$.

2.4. Galerkin finite element discretization and time discretization

Let $\mathcal{T}_h = \{K\}$ be a finite element partition of the domain $\Omega$, considered polygonal for $d = 2$ and polyhedral for $d = 3$. For the sake of conciseness, we consider this partition quasi-uniform, of diameter $h$. From this we may construct conforming finite element spaces for the velocity and the pressure, $\mathbf{V}_h \subset \mathbf{V}$ and $Q_h \subset Q$, in the usual manner. The Galerkin finite element approximation consist in finding $\mathbf{U}_h = [u_h, p_h] : (0, T) \to \mathcal{X}_h$, such that

\[
\left( \frac{\partial u_h}{\partial t}, v_h \right) + B(u_h; \mathbf{U}_h, \mathbf{V}_h) = \langle f, v_h \rangle, \quad (7)
\]

for all $\mathbf{V}_h = [v_h, q_h] \in \mathcal{X}_h$, and satisfying the initial condition in a weak sense.

It is known that Equation (7) suffers from different types of numerical instabilities. On the one hand, if the convective term of the momentum equation dominates the viscous one, numerical oscillations may appear. On the other hand, the velocity-pressure spaces need to satisfy an inf-sup condition in order to have a well-posed problem. These difficulties are overcome by using a stabilized finite element method, as the one proposed in this work.

The term involving the time derivative can be discretized in different ways. However, the most common option consist in using finite difference schemes in time. In particular, we have implemented the first and the second order backward differencing schemes, based respectively on the approximations:

\[
\frac{\partial u_h}{\partial t} \bigg|_{t^{n+1}} = \frac{u_h^{n+1} - u_h^n}{\delta t} + \mathcal{O}(\delta t), \quad (8)
\]

\[
\frac{\partial u_h}{\partial t} \bigg|_{t^{n+1}} = \frac{3u_h^{n+1} - 4u_h^n + u_h^{n-1}}{2\delta t} + \mathcal{O}(\delta t^2), \quad (9)
\]
for \( n = 0, 1, 2, \ldots \). In both cases, \( \delta t \) corresponds to the size of a uniform partition of the time interval \((0, T)\), while, \( \mathcal{O}(\cdot) \) represents the approximation order of the scheme. The superscript indicates the time step where the variable is being approximated, so that \( u_h^n \) is an approximation to \( u_h \) at time \( t^n = n\delta t \). The stabilized finite element method to be proposed next is independent of the time scheme used.

3. Stabilized finite element formulation

3.1. Residual-based VMS methods

The stabilized finite element formulation proposed in this work can be motivated in the framework of VMS methods and, in particular, in those method that model the SGS. The basic idea is to split the unknown \( U \) that belongs to \( \mathcal{X} \) in two components, the finite element component \( U_h \) that belongs to the finite element space \( \mathcal{X}_h \), and the remainder part, defined as the subscale component \( \tilde{U} \), that belongs to the subscale space \( \tilde{\mathcal{X}} \), in such a way that \( U = U_h + \tilde{U} \) and \( \mathcal{X} = \mathcal{X}_h \oplus \tilde{\mathcal{X}} \).

Let us consider a general nonlinear evolution problem of the form

\[
M(U) \frac{\partial U}{\partial t} + L(U, U) = F,
\]

(10)

where \( U \) is the unknown of the problem, \( L(U, \cdot) \) corresponds to a space differential operator, assumed to be linear in the second argument, \( M(U) \) is a matrix and \( F \) a force field. A general SGS method of VMS type can be derived in the way explained next.

First of all, let us state the weak form of the problem (10), which can be formally written as

\[
\left( M(U) \frac{\partial U}{\partial t}, V \right) + \langle L(U, U), V \rangle = \langle F, V \rangle,
\]

(11)

for an appropriate duality and considering \( V \) as a test function independent of time. The boundary conditions of the problem have to be taken into account, and are understood to be incorporated in the duality \( \langle \cdot, \cdot \rangle \). The second step consists in splitting the weak form in two parts, the finite element and the subscale part, obtained by taking the test function in the respective spaces:

\[
\left( M(U) \frac{\partial U}{\partial t}, V_h \right) + \langle L(U, U), V_h \rangle = \langle F, V_h \rangle \quad \forall V_h \in \mathcal{X}_h,
\]

(12)

\[
\left( M(U) \frac{\partial U}{\partial t}, \tilde{V} \right) + \langle L(U, U), \tilde{V} \rangle = \langle F, \tilde{V} \rangle \quad \forall \tilde{V} \in \tilde{\mathcal{X}}.
\]

(13)

This is exactly equivalent to the original problem (11). In essence, the goal of all SGS methods, including the approximation of the sub-scale with bubble functions, is to approximate \( \tilde{U} \) in one way or another and end up with a problem for \( U_h \) alone, maintaining the number of unknowns of the Galerkin finite element problem.

In general, SGS methods have a residual-based structure, and therefore consistency comes from construction. Following the procedure described for example in [15], and after some simplifications and mathematical manipulations, the subscale component can be written in terms of the finite element part as:

\[
M(U) \frac{\partial \tilde{U}}{\partial t} + \tau^{-1}(U) \tilde{U} = \tilde{P} \left[ F - M(U) \frac{\partial U_h}{\partial t} - L(U_h, U_h) \right],
\]

(14)
\( \tau^{-1}(\cdot) \) is a matrix defined within each element domain that has to be determined, called matrix of stabilization parameters. Additionally, \( \hat{P} \) represents the \( L^2 \)-projection onto the sub-scale space. Note that this projection should be applied also to the LHS; it would be the identity if \( M \) and \( \tau^{-1} \) were constants, so that omitting it has to be considered an approximation. Note also that the terms between brackets in the RHS represent the residual of the finite element approximation. If \( \hat{P} \) is taken as the space of finite element residuals, we arrive at the most classical approach, the ASGS method (Algebraic Sub-Grid Scale method) [16]. If \( \hat{P} \) is taken as the orthogonal projection to the finite element space, we obtain the OSGS method (Orthogonal Sub-Grid Scale method) [16].

Applying the procedure described above to the linearized Navier-Stokes problem, with \( \hat{u}_h \) a given approximation of \( u \), we obtain the following residual-based stabilization method:

\[
\left( \frac{\partial u_h}{\partial t}, v_h \right) + B (\hat{u}_h, U_h, V_h) - \sum_{K} (\nabla \cdot v_h, \tilde{p})_K - \sum_{K} (\hat{u}_h \cdot \nabla v_h + \nu \Delta v_h + \nabla q_h, \tilde{u})_K = \langle f, v_h \rangle, \tag{15}
\]

for all test functions \( V_h = [v_h, q_h] \), where \( \hat{u} \) and \( \hat{p} \) are the subscales of the momentum and continuity equation, respectively. In principle, \( \hat{u}_h = u_h + \tilde{u} \), but \( \hat{u}_h \approx u_h \) leads also to a stable and accurate method (see [8] for the effects of the choice of \( \hat{u}_h \) in turbulence).

If we use a residual-based VMS method, the subscales are the solution of the problem:

\[
\frac{\partial \hat{u}}{\partial t} + \tau^{-1}_1 \hat{u} = \hat{P} \left( f - \left( \frac{\partial u_h}{\partial t} + \hat{u}_h \cdot \nabla u_h + \nabla p_h - \nu \Delta u_h \right) \right), \tag{16}
\]

\[
\tau^{-1}_2 \hat{p} = \hat{P} (-\nabla \cdot u_h), \tag{17}
\]

where \( \tau = \text{diag}(\tau_1 I, \tau_2) \) are the components of the matrix of stabilization parameters, \( I \) being the \( d \times d \) identity matrix. We will refer later to its structure. Note that the stabilization terms added to the Galerkin method in (15) are proportional to the finite element residuals of the momentum and the continuity equation. Throughout the work we will refer to the stabilized method defined by (15) as the residual-based VMS method, adding the prefix orthogonal if \( \hat{P} = P_h^\perp \).

If the time derivative of the velocity subscale in Equation (16) is neglected, we refer to the method as quasi-static; otherwise the method is called dynamic. It is understood that what is quasi-static or dynamic is the velocity subscale. When \( \hat{P} = P_h^\perp \), two additional simplifications can be done: \( P_h^\perp \left( \frac{\partial u_h}{\partial t} \right) = 0 \), and \( P_h^\perp (f) \approx 0 \); the latter yields a weakly consistent method (see below), and in fact it is exact if \( f \) is finite element function. The initial condition for the velocity subscale in (16) can be taken as zero (see [17]). Not all the terms of the product of \( \hat{u}_h \cdot \nabla v_h + \nu \Delta v_h + \nabla q_h \) and the terms that contribute to \( \hat{u} \) in (15) provide stability. Thus, from the point of view of stability some of them could be neglected. This idea has motivated different term-by-term stabilization methods [18, 19, 12], including the local projection stabilization methods (see for example [20, 21, 22]), and motivates also the method proposed next.

3.2. Term-by-term stabilized formulation

The method we will propose next is not residual-based, and therefore it is not consistent in the sense used in the finite element context, i.e., the discrete variational problem will not be satisfied when the finite
element unknown is replaced by the solution of the continuous problem. However, the consistency error will be of optimal order.

Let us consider expression (16), with \( \hat{P} = P_h^\perp \). In this case, assuming \( P_h^\perp (f) \approx 0 \), we may write:

\[
\frac{\partial \hat{u}}{\partial t} + \tau_1^{-1} \hat{u} = -P_h^\perp (\hat{u}_h \cdot \nabla u_h) - P_h^\perp (\nabla p_h) + P_h^\perp (v \Delta u_h).
\]  

(18)

All the terms in the RHS have optimal consistency order, in the sense that if we replace the finite element solution by the continuous one and this is smooth enough, the \( L^2 \)-norm of these terms behaves as \( h^{k+1} \), \( k \) being the order of the finite element interpolation. In other words, the optimal consistency order relies on the fact that \( \| P^\perp (f) \| = \mathcal{O}(h^{k+1}) \) for any function \( f \) in \( \Omega \) smooth enough, where \( \| \cdot \| \) is the \( L^2(\Omega) \)-norm. If derivatives of order higher than \( k + 1 \) cannot be considered smooth, the missing powers of \( h \) in the interpolation estimates can be compensated by those of the stabilization parameter \( \tau_1 \), whose expression is given below.

Neglecting any of the terms in the RHS of Eq. (18) has no consequences in the order of accuracy, but the impact on stability may be very significant. In order to obtain control (stability and convergence) on the convective term and the pressure gradient term, we need to keep the first and the second terms, but we may neglect \( P_h^\perp (v \Delta u_h) \).

The next idea is to assume that the first two terms in the RHS of Eq. (18) are independent. In fact, if \( \hat{u}_h \) could be replaced by a constant vector field, they would be orthogonal, since the convective term would be solenoidal (with zero normal on the boundary) and the pressure gradient would be potential; due to Helmholtz’s decomposition, their orthogonal components would obviously be also mutually orthogonal. However, this orthogonality is not mandatory, but only the independence of terms mentioned. And even this, it is not necessary to prove it when designing the method; once it is formulated, we will show that it is well posed and has the desired properties.

With the idea described in mind, we may split \( \hat{u} = \hat{u}_1 + \hat{u}_2 \), where \( \hat{u}_1 \) and \( \hat{u}_2 \) are the solution of the evolution problems:

\[
\frac{\partial \hat{u}_1}{\partial t} + \tau_1^{-1} \hat{u}_1 = -P_h^\perp (\hat{u}_h \cdot \nabla u_h),
\]

(19)

\[
\frac{\partial \hat{u}_2}{\partial t} + \tau_1^{-1} \hat{u}_2 = -P_h^\perp (\nabla p_h),
\]

(20)

both with zero initial condition. Moreover, we may keep only the product of \( \hat{u}_1 \) with the convective term applied to the test function and the product of \( \hat{u}_2 \) with the gradient of the pressure test function, since these are the terms that provide stability. Altogether, this leads to the stabilized finite element formulation we propose in this work, which consists in finding \( U_h = [u_h, p_h] : (0, T) \to \mathcal{X}_h \) such that

\[
\left( \frac{\partial u_h}{\partial t} , v_h \right) + B(u_h; u_h, V_h) - \sum_K (\nabla \cdot v_h, \hat{p})_K
\]

\[
- \sum_K (u_h \cdot \nabla v_h, \hat{u}_1)_K - \sum_K (\nabla q_h, \hat{u}_2)_K = (f, v_h),
\]

(21)

for all \( [v_h, q_h] \in \mathcal{X}_h \), where the subscales \( \hat{u}_1, \hat{u}_2 \) are given by (19)-(20) and \( \hat{p} \) by

\[
\tau_2^{-1} \hat{p} = -P_h^\perp (\nabla \cdot u_h).
\]

(22)
The expressions we use for the stabilization parameters $\tau_1$ and $\tau_2$, appearing in (19)-(22), are

\[
\tau_1 = \left( \frac{c_1 \nu}{\left( \frac{h_1}{k^2} \right)^2} + \frac{c_2 |\hat{u}_h|}{h_2^3} \right)^{-1}, \quad \tau_2 = \left( \frac{h_2}{c_1 \tau_1} \right)^2,
\]

where $h_1$ and $h_2$ are characteristic lengths, the first one computed as the square root of the element area in 2D or the cubic root of the element volume in 3D, and the second one the element length in the streamline direction. The constants $c_i, i = 1, 2,$ are algorithmic parameters in the formulation, while $k$ is the order of the finite element interpolation (see [23]). The values used in this work are $c_1 = 4$ and $c_2 = 2$. These values have proven to be robust in different problems and for different applications. Nevertheless, note that the precise values of the algorithmic constants may affect the error for a given mesh size, but the rate of convergence is unaffected.

The novelty of this method is the tracking of the velocity subscales, two in this case. The quasi-static version of this orthogonal term-by-term method was proposed in [19] and analyzed numerically in [12], and used later in the context of viscoelastic fluids in [15, 24, 14], with better response than the residual version for highly elastic flows. The dynamic version, taking into account the time derivative of the velocity subscales, is required in anisotropic space-time discretizations.

Let us remark that there are other methods for stationary problems that share with ours the introduction of inconsistent terms (not zero when the discrete solution is replaced by the continuous one), but with a consistency error of optimal order. In the finite element context, examples of these methods are the stabilization based on jumps over finite element boundaries (see [25]) or the local projection stabilization (see for example [26]). Apart from the time dependency of the subscales, the latter would give a method similar to (21) replacing the orthogonal projection by the so called “fluctuation operator”.

We have presented heretofore a heuristic motivation of the formulation, starting from the VMS framework and using different assumptions. The validity of the resulting formulation will be justified by some analysis and by the numerical performance in the examples presented in Section 5.

3.3. About stabilization parameters depending on the time step size

In [5, 1] the importance of the time dependent behavior of the subscales was analyzed in detail. Here we summarize the key ideas for the dynamic term-by-term method proposed in this work.

Using a first order backward difference scheme to discretize in time the subscale equations (19) and (20), we obtain:

\[
\begin{align*}
\tilde{u}_1^{n+1} &= \left( \frac{1}{\delta t} + \frac{1}{\tau_1} \right)^{-1} \left( \frac{1}{\delta t} \tilde{u}_1^n - P_h^{\perp} (\tilde{u}_h^{n+1} \cdot \nabla u_h^{n+1}) \right), \\
\tilde{u}_2^{n+1} &= \left( \frac{1}{\delta t} + \frac{1}{\tau_1} \right)^{-1} \left( \frac{1}{\delta t} \tilde{u}_2^n - P_h^{\perp} (\nabla P_h^{n+1}) \right),
\end{align*}
\]

(24)

(25)

where it is understood that $\tau_1$ is computed with the velocity at time step $n + 1$. From these expressions we see that both velocity subscales depend on $\frac{1}{\tau_1} = \frac{1}{\delta t} + \frac{1}{\tau_1}$. Expressions with asymptotic behavior similar to that of $\tau_1$ in terms of $\nu, |\hat{u}_h|, h_1, h_2$ and $\delta t$ can be found in the specific literature, see for example [9, 27]. In [10] there is a study of the instability encountered when the ASGS method and quasi-static subscales are used. It is shown in that reference that for the Stokes time continuous problem the Schur complement matrix for the pressure is not uniformly invertible, and this property is inherited as $\delta t \to 0$ if $h$ remains fixed.
If condition
\[ \delta t \geq C \tau_1^{n+1}, \] (26)
holds, where \( C \) is a positive constant, the instability described for classical stabilized element methods does not appear. If fact, in this case the factor \( \frac{1}{\delta t^2} + \frac{1}{\tau_1} \) behaves as \( \frac{1}{\tau_1} \). The key aspect of (26) is that it relates the time step size and the space size discretization. The importance of considering dynamic subscales, reflected in equations (24)-(25) by the presence of \( \frac{1}{\delta t^n} \tilde{u}_1^n \) and \( \frac{1}{\delta t^n} \tilde{u}_2^n \), is that (26) is not needed for stability, as it will be shown below. Moreover, we will see in the numerical examples that accuracy is improved when dynamic subscales are considered.

4. Dissipative structure and stability

4.1. Local energy conservation

Following [28, 6] we can examine the conservation structure of the proposed finite element formulation. Defining an arbitrary subdomain \( \omega \subset \Omega \) formed by an arbitrary patch of elements and introducing the discrete counterpart of the fluxes \( h^\omega : \partial \omega \rightarrow \mathbb{R}^d \), denoted by \( h_h^\omega \), we can write:

\[
\left( \frac{\partial u_h}{\partial t} , v_h \right)_\omega + \nu \left( \nabla u_h , \nabla v_h \right)_\omega + \left( u_h \cdot \nabla u_h , v_h \right)_\omega - \left(p_h, \nabla \cdot v_h \right)_\omega + \left( \nabla \cdot u_h, q_h \right)_\omega
\]

\[- \sum_{K \subset \omega} \left( P_h^+ (\hat{u}_h \cdot \nabla u_h), \hat{u}_1 \right)_K - \sum_{K \subset \omega} \left( P_h^+ (\nabla q_h), \hat{u}_2 \right)_K - \sum_{K \subset \omega} \left( P_h^+ (\nabla \cdot v_h), \tilde{p} \right)_K
\]

\[= \langle f, v_h \rangle_\omega + \langle h_h^\omega, v_h \rangle_{\partial \omega}. \tag{27} \]

Note that \( (v_h, \hat{u}_i) = (P_h^+ (v_h), \hat{u}_i) \), \( i = 1, 2 \), and therefore we may introduce the orthogonal projection in the operators applied to the test functions.

The analysis begins by taking the test functions equal to the finite element variables, \( v_h = u_h \) and \( q_h = p_h \) in (27), arriving at:

\[
\frac{1}{2} \frac{d}{dt} \| u_h \|^2_\omega + \nu \| \nabla u_h \|^2_\omega + \langle \hat{u}_h \cdot \nabla u_h, u_h \rangle_\omega
\]

\[- \sum_{K \subset \omega} \left( P_h^+ (\hat{u}_h \cdot \nabla u_h), \hat{u}_1 \right)_K - \sum_{K \subset \omega} \left( P_h^+ (\nabla p_h), \hat{u}_2 \right)_K - \sum_{K \subset \omega} \left( P_h^+ (\nabla \cdot u_h), \tilde{p} \right)_K
\]

\[= \langle f, u_h \rangle_\omega + \langle h_h^\omega, u_h \rangle_{\partial \omega}. \tag{28} \]

Multiplying now (19) by \( \hat{u}_1, (20) \) by \( \hat{u}_2 \) and (22) by \( \tilde{p} \), adding and integrating in the patch \( \omega \), we have

\[
\frac{1}{2} \frac{d}{dt} \| \hat{u}_1 \|^2_\omega + \frac{1}{2} \frac{d}{dt} \| \hat{u}_2 \|^2_\omega + \tau_1^{-1} \| \hat{u}_1 \|^2_\omega + \tau_2^{-1} \| \hat{p} \|^2_\omega
\]

\[+ \sum_{K \subset \omega} \left( P_h^+ (\hat{u}_h \cdot \nabla u_h), \hat{u}_1 \right)_K + \sum_{K \subset \omega} \left( P_h^+ (\nabla p_h), \hat{u}_2 \right)_K + \sum_{K \subset \omega} \left( P_h^+ (\nabla \cdot u_h), \tilde{p} \right)_K = 0, \tag{29} \]

where we have considered \( \tau_1 \) and \( \tau_2 \) constant in \( \omega \) to simplify the discussion and \( \| \cdot \|_\omega \) denotes here the \( L^2(\omega) \)-norm. Adding (28) and (29) we obtain, using the conservative form of the convective term,

\[
\frac{1}{2} \frac{d}{dt} \| u_h \|^2_\omega + \frac{1}{2} \frac{d}{dt} \| \hat{u}_1 \|^2_\omega + \frac{1}{2} \frac{d}{dt} \| \hat{u}_2 \|^2_\omega + \nu \| \nabla u_h \|^2_\omega
\]

\[+ \frac{1}{2} \int_{\partial \omega} \hat{n} \cdot \hat{u}_1 u_h + \frac{1}{2} \int_\omega \nu \cdot \hat{u}_1 + \tau_1^{-1} \| \hat{u}_1 \|^2_\omega + \tau_1^{-1} \| \hat{u}_2 \|^2_\omega + \tau_2^{-1} \| \hat{p} \|^2_\omega = \langle f, u_h \rangle_\omega + \langle h_h^\omega, u_h \rangle_{\partial \omega}. \]
As discussed in [6], when this equation is compared against Eq. (5) one can see that the dissipative structure is the correct one, in the present case without cross terms involving finite element components and subgrid scales. The kinetic energy variation is the sum of the kinetic energy variation of all the velocity scales, and it is balanced with the dissipation coming also from all the scales (finite element scale and subgrid scales) and the volumetric power; the sum of all these terms is precisely equal to the external power.

4.2. Subscales dissipation

From equation (28), we can define

$$\varepsilon_h = - \sum_{K \in \omega} (P_h^{-1} (\hat{u}_h \cdot \nabla u_h) , \hat{u}_1)_K - \sum_{K \in \omega} (P_h^{-1} (\nabla p_h) , \hat{u}_2)_K - \sum_{K \in \omega} (P_h^{-1} (\nabla \cdot u_h) , \hat{p})_K,$$

which is the numerical dissipation of the finite element kinetic energy, and from (29)

$$P_s = \sum_{K \in \omega} (P_h^{-1} (\hat{u}_h \cdot \nabla u_h) , \hat{u}_1)_K + \sum_{K \in \omega} (P_h^{-1} (\nabla p_h) , \hat{u}_2)_K + \sum_{K \in \omega} (P_h^{-1} (\nabla \cdot u_h) , \hat{p})_K,$$

which is the production of subgrid energy. Note that the formulation ensures that the numerical dissipation is exactly the energy production of the subscales with opposite sign ($\varepsilon_h = -P_s$), a remarkable difference respect to residual-based formulations. This property was also shown to hold with the method presented in [29], although using a more involved projection. As is our case, the use of dynamic subscales turns out to be crucial to obtain the correct energy behavior.

4.3. Stability analysis

In this Section, we present a simplified stability analysis of the formulation presented above. We consider the linear Oseen problem, that is, taking a constant advection velocity field $a$. We consider only the first order backward difference scheme (for simplicity) for the time integration and for the spatial discretization we consider isotropic and quasi-uniform meshes, so that we can take $h_2 = h_1 = h$, the diameter of the finite element partition.

With these (non-essential) assumptions, the stabilization parameters are constant, and given by

$$\tau_1 = \left( \frac{c_1 k^4 \nu + h c_2 k |a|}{k^2} \right)^{-1}, \quad \tau_2 = \frac{h^2}{k^4 c_1 \tau_1}. \quad (30)$$

The problem to be solved is: given $u_h^n$, $\tilde{u}_1^n$ and $\tilde{u}_2^n$, find $u_{h}^{n+1}$, $\tilde{u}_1^{n+1}$, $\tilde{u}_2^{n+1}$ and $p_h^{n+1}$ such that:

$$\left( \frac{u_{h}^{n+1} - u_h^n}{\delta t} , v_h \right) + \nu \left( \nabla u_h^{n+1} , \nabla v_h \right) + \langle a \cdot \nabla u_h^{n+1} , v_h \rangle - \langle p_h^{n+1} , \nabla \cdot v_h \rangle$$

$$+ (\nabla \cdot u_h^{n+1} , q_h) - \sum_{K} (P_h^{-1} (a \cdot \nabla v_h) , \tilde{u}_2^{n+1})_K - \sum_{K} (P_h^{-1} (\nabla q_h) , \tilde{u}_2^{n+1})_K$$

$$- \sum_{K} (P_h^{-1} (\nabla \cdot \tilde{v}_h) , \tilde{p}^{n+1})_K = \langle f, v_h \rangle, \quad (31)$$

$$\frac{\tilde{u}_1^{n+1} - \tilde{u}_1^n}{\delta t} + \tau_1^{-1} \tilde{u}_1^{n+1} = -P_h^{-1} (a \cdot \nabla u_{h}^{n+1}), \quad (32)$$

$$\frac{\tilde{u}_2^{n+1} - \tilde{u}_2^n}{\delta t} + \tau_2^{-1} \tilde{u}_2^{n+1} = -P_h^{-1} (\nabla p_h^{n+1}), \quad (33)$$

$$\tau_2^{-1} \tilde{p}^{n+1} = -P_h^{-1} (\nabla \cdot u_{h}^{n+1}). \quad (34)$$
for all velocity test functions \( \mathbf{v}_h \) and pressure test functions \( q_h \).

The analysis of this problem performed below is based on [5].

We need some additional notation. Let \( F = \{ f^n \} \) be a sequence, with \( n \) ranging between \( n = 1, \ldots, N \), the number of time intervals of the partition in time, and let \( X \) be a space of functions with norm \( \| \cdot \|_X \). We then say that \( F \in l^p (X) \) if \( \sum_{n=1}^N \delta t \| f^n \|_X^p \leq C < \infty \), and \( F \in l^\infty (X) \) if \( \max_{n=1,\ldots,N} \| f^n \|_X \leq C < \infty \). Hereafter, \( C \) is a generic positive constant, not necessarily the same at different appearances. We also write \( \delta f^n = f^{n+1} - f^n \).

Let us remark the assumptions we will need on the data. We will assume that \( \mathbf{u}^0 \in \mathbf{L}^2 (\Omega) \), and consequently \( \| \mathbf{u}^0 \| \) will be bounded uniformly in \( h \). We may take zero as initial conditions for the sub-scale velocities. Referring to the force term, instead of the classical assumption \( f \in L^2 (0,T;H^{-1} (\Omega)) \), a strengthened assumption will be needed, namely, \( f \in L^2 (0,T;L^2 (\Omega)) \), since our interest is to prove stability estimates independent of \( \nu \) and \( a \). We also consider \( T \) fixed and bounded. For the time discrete problem, the counterpart of \( f \in L^2 (0,T;L^2 (\Omega)) \) is \( \{ f^n \} \in l^2 (L^2 (\Omega)) \).

**Theorem 1.** Let \( u_h^{n+1} \) and \( p_h^{n+1} \) be the solution of (31) and \( \tilde{u}_1^{n+1} \), \( \tilde{u}_2^{n+1} \) and \( \tilde{p}^{n+1} \) the solutions of (32)-(34), respectively. The following stability bounds hold for all \( \delta t > 0 \):

\[
\begin{align*}
    \max_{n=1,\ldots,N} \left\{ \| u_h^{n+1} \|^2 + \| \tilde{u}_1^{n+1} \|^2 + \| \tilde{u}_2^{n+1} \|^2 \right\} \\
    + \sum_{n=1}^{N-1} \delta t \left( \nu \| \nabla u_h^{n+1} \|^2 + \| \tau_1^{1/2} \tilde{u}_1^{n+1} \|^2 + \| \tau_1^{1/2} \tilde{u}_2^{n+1} \|^2 \right) \\
    \leq C \left( \sum_{n=1}^{N-1} \delta t \| f^{n+1} \|^2 + \| u^0 \|^2 \right).
\end{align*}
\]

Therefore, if \( \{ f^n \} \in l^2 (L^2 (\Omega)) \) and \( u^0 \in L^2 (\Omega) \), we have that

\[
\begin{align*}
    &\{ u_h^n \} \in l^\infty (L^2 (\Omega)), \{ \tilde{u}_1^n \} \in l^\infty (L^2 (\Omega)), \quad \{ \tilde{u}_2^n \} \in l^\infty (L^2 (\Omega)), \\
    &\nu^{1/2} \{ u_h^n \} \in l^2 (H^1 (\Omega)), \quad \{ \tau_1^{1/2} \tilde{u}_1^n \} \in l^2 (L^2 (\Omega)), \quad \{ \tau_1^{1/2} \tilde{u}_2^n \} \in l^2 (L^2 (\Omega)).
\end{align*}
\]

**Proof.** We start getting stability bounds for the finite element solution. To this end we test (31) by \( \mathbf{v}_h = u_h^{n+1} \) and \( q_h = \tilde{p}_h^{n+1} \). We have that \( \langle \mathbf{a} \cdot \nabla u_h^{n+1}, u_h^{n+1} \rangle = 0 \), since \( \mathbf{a} \) is constant and \( u_h^{n+1} = \mathbf{0} \) on \( \partial \Omega \). We also have that \( \langle f^{n+1}, u_h^{n+1} \rangle \leq \frac{\alpha}{2} \| f^{n+1} \|^2 + \frac{1}{2\alpha} \| u_h^{n+1} \|^2 \) for all \( \alpha > 0 \). Adding up the resulting inequalities from \( n = 0 \) to an arbitrary time level \( M \), and using the discrete Gronwall Lemma with \( \alpha > 1 \), we obtain

\[
\begin{align*}
    \frac{1}{2} \| u_h^{M+1} \|^2 + \frac{1}{2} \sum_{n=0}^M \| \delta u_h^n \|^2 + \sum_{n=0}^M \delta t \nu \| \nabla u_h^{n+1} \|^2 \\
    - \sum_{n=0}^M \delta t \langle P_h^+ (\mathbf{a} \cdot \nabla u_h^{n+1}), \tilde{u}_1^{n+1} \rangle_K - \sum_{n=0}^M \delta t \langle P_h^+ (\nabla p_h^{n+1}), \tilde{u}_2^{n+1} \rangle_K \\
    - \sum_{n=0}^M \delta t \langle P_h^+ (\nabla \cdot u_h^{n+1}), \tilde{p}^{n+1} \rangle_K \leq C \left( \sum_{n=0}^M \delta t \| f^{n+1} \|^2 + \| P_h (u^0) \|^2 \right). 
\end{align*}
\]

Multiplying (32) by \( \tilde{u}_1^{n+1} \), integrating over the whole domain and adding up the result from \( n = 0 \) to \( n = M \).
we get:
\[ \frac{1}{2} \| \tilde{u}_1^{n+1} \|^2 + \frac{1}{2} \sum_{n=0}^{M} \| \delta \tilde{u}_1^n \|^2 + \sum_{n=0}^{M} \delta t \| \tau_1^{-\frac{1}{2}} \tilde{u}_1^{n+1} \|^2 = - \sum_{n=0}^{M} \delta t \left( P_h^\perp \left( a \cdot \nabla \tilde{u}_h^{n+1} \right), \tilde{u}_1^{n+1} \right). \]  

(37)

In similar way, we can multiply (33) by $\tilde{u}_2^{n+1}$ and (34) by $\tilde{p}^{n+1}$ and integrate over the whole domain and add up the result from $n = 0$ to $n = M$, obtaining:
\[ \frac{1}{2} \| \tilde{u}_2^{n+1} \|^2 + \frac{1}{2} \sum_{n=0}^{M} \| \delta \tilde{u}_2^n \|^2 + \sum_{n=0}^{M} \delta t \| \tau_2^{-\frac{1}{2}} \tilde{u}_2^{n+1} \|^2 = - \sum_{n=0}^{M} \delta t \left( P_h^\perp \left( \nabla \tilde{p}_h^{n+1} \right), \tilde{u}_2^{n+1} \right), \]  

(38)

\[ \sum_{n=0}^{M} \delta t \| \tau_2^{-\frac{1}{2}} \tilde{p}^{n+1} \|^2 = - \sum_{n=0}^{M} \delta t \left( P_h^\perp \left( \nabla \tilde{u}_h^{n+1} \right), \tilde{p}^{n+1} \right). \]  

(39)

Adding (36)-(39), we get
\[
\| u_h^{n+1} \|^2 + \| \tilde{u}_1^{n+1} \|^2 + \| \tilde{u}_2^{n+1} \|^2 + \sum_{n=0}^{M} \| \delta u_h^n \|^2 + \sum_{n=0}^{M} \| \delta \tilde{u}_1^n \|^2 + \sum_{n=0}^{M} \| \delta \tilde{u}_2^n \|^2 
\]
\[+ \sum_{n=0}^{M} \delta t \nu \| \nabla u_h^{n+1} \|^2 + \sum_{n=0}^{M} \delta t \| \tau_1^{-\frac{1}{2}} \tilde{u}_1^{n+1} \|^2 + \sum_{n=0}^{M} \delta t \| \tau_2^{-\frac{1}{2}} \tilde{u}_2^{n+1} \|^2
\]
\[\leq C \left( \sum_{n=0}^{M} \| f^{n+1} \|^2 + \| P_h(u^0) \|^2 \right), \quad \]  

(40)

from where the theorem follows.

The results proved in Theorem 1 give stability for both the finite element component and the two velocity subscales. Stability of the latter has to be translated into stability of the former. Following the same steps as in [5], we could show that the control obtained for $\tilde{u}_1$ can be translated into control on the convective term and the control on $\tilde{u}_2$ implies control on the pressure gradient.

5. Numerical Results

In this Section, some test are conducted to show the numerical performance of the proposed stabilized formulation in order to illustrate the importance of a VMS method with dynamic subscales. The first example (Sub-Section 5.1) is the classical flow over a cylinder problem at Reynolds number $Re = 100$, where the formulation is applied with a small time step in order to show numerically the result proved in Theorem 1. The second example (Sub-Section 5.2) corresponds to a classical thermally coupled flow benchmark, the $8 : 1$ differentially heated cavity, used to prove the capability of the proposed formulation to solve highly convective cases (even chaotic). Finally, in Sub-Section 5.3 a three-dimensional problem is solved to show that the formulation works in three dimensional cases.

The time integration scheme used in all numerical cases is the second order backward differencing scheme (Equation (9)) for the finite element part and the first order backward differencing scheme (Equation (8)) for the time integration of the subscales.
5.1. Flow Over a Cylinder at Reynolds number $Re = 100$

The flow over a cylinder is a classical benchmark to test new formulations. In this Sub-Section we use it to prove that only with VMS methods with dynamic subscales space-time anisotropic discretizations can be used without any restriction.

The mesh used to solve this first numerical example is shown in Figure 1; as it can be seen, it is a very coarse mesh, and was only selected to prove that the proposed method does not need to satisfy condition (26). The computational domain is $\bar{\Omega} = [0, 16] \times [-4, 4] \setminus D$, with the cylinder $D$ of unitary diameter and centered at point $(4, 0)$. No sensitivity analysis was done to prove the independence of the domain size to ensure that the solution represents a non-confined problem, which is not the purpose of this work. The same unstructured mesh was used with linear and quadratic triangular elements. In the case of linear elements the mesh consists of 2098 nodes and 3762 elements, while in the quadratic case the mesh consists of 7958 nodes. In both cases the minimum element size was imposed over the cylinder, with a value equal to 0.1, while on the other regions the element size was set to 0.2. As boundary conditions, the inflow velocity at $x = 0$ is prescribed to $(1, 0)$, whereas at $y = -4$ and $y = 4$, the $y$-velocity component is prescribed to 0 and the $x$-velocity is left free. For the outflow condition ($x = 16$) both velocity components are left free. To ensure that the Reynolds number (based on the inflow velocity and the cylinder diameter) is $Re = 100$, the kinematic viscosity is set to $\nu = 0.01$.

To prove numerically that the stability of the dynamic term-by-term stabilized formulation proposed is independent of the space-time discretization, we solve the problem for the coarse mesh shown in Figure 1 up to $\delta t \approx \tau_{1,\text{min}}$ for linear and quadratic elements, where $\tau_{1,\text{min}}$ is the minimum value of $\tau_1$ computed over the whole domain (note that it needs to be evaluated at the numerical integration points within each element). As shown in [30], $\tau_{1,\text{min}}$ behaves as the critical time step of the explicit Euler time integration scheme for the convective and viscous terms (pressure needs to be treated implicitly to impose incompressibility). We will show that the quasi-static version of the formulation begins to be unstable when $\delta t$ is approximately in the range $22\tau_{1,\text{min}} \leq \delta t \leq 44\tau_{1,\text{min}}$ for linear elements and in the range $4\tau_{1,\text{min}} \leq \delta t \leq 9\tau_{1,\text{min}}$ for quadratic elements, and no solution can be obtained for smaller time step sizes. With the aim to compare the term-by-term formulation proposed in this work and a residual-based one, we also solve the same problem using the
The pressure contour lines and the streamlines obtained with the dynamic term-by-term formulation are showed in Figure 2 for the mesh showed in Figure 1 and for $\delta t = 0.1$, for linear (top) and quadratic (bottom) elements. Note that the differences in the results between linear and quadratic elements come from the much better discretization of the latter case.

The beginning of the instability caused by the space-time discretization restriction can be identified as $\tau_{1, \min} \approx 1.135 \times 10^{-3}$.
Figure 3: Vertical velocity and pressure evolution at point (6,0) for linear elements and for different time step sizes.

an irregular evolution of some field, the pressure in the case considered, as we can see in Figure 3 (top right figure). There, the vertical velocity and the pressure evolution are plotted at a point located downstream the cylinder in the mid plane and for the smallest time step size that can be used for all methods using linear elements. In this figure, we can see that the quasi-static term-by-term formulation is the most diffusive, followed by the quasi-static version of the orthogonal residual-based one, and the less dissipative method is the dynamic residual-based method. As quantitative comparison, the periods of the oscillations obtained using the different formulation are: 6.85 for the OSGS formulation, 6.35 for the DOSGS formulation, 7.25 for the SOSGS method and 6.6 for the DSOSGS method, in all cases for the coarse mesh showed in Figure 1 and for $\delta t = 0.1$. Note that as reference value for the period we can use 6.035, proposed in [31], where this problem was analyzed in detail. In the bottom plots of Figure 3, the same point is tracked for the case $\delta t \approx \tau_{1,\text{min}}$ for both dynamic formulations, the term-by-term and the residual-based one. For this case with a time step that can be considered very small, we can see as both formulations can solve the problem, corroborating the stability results proved in Section 4. It is remarkable that the term-by-term formulation in this case yields a smoother solution than the one obtained with the residual-based formulation; this may be due to the more dissipative response of the term-by-term formulation observed in this first numerical test. The differences in the pressure and velocity values between the residual-based and the term-by-term formulations appreciated in Figure 3 are due to the coarse spatial discretization used; for finer meshes, the results overlap.

The same point was tracked for quadratic elements. The vertical velocity and pressure evolution are plotted in Figure 4 using $\delta t = 0.05$. In this case, all methods consider yield very similar results.

An important result is reported in Figure 5. The design of the term-by-term stabilized formulation that we have proposed from the VMS framework relies on the fact that the vector fields $-P_h^\perp (\hat{u}_h \cdot \nabla u_h)$ and $-P_h^\perp (\nabla p_h)$ in Equation (18) are independent. In particular, we have argued that this would be true if the former were a component of a solenoidal field and the latter a component of a potential field. This
independence has permitted the introduction of the subscales $\tilde{u}_1$ and $\tilde{u}_2$, so that $\tilde{u} = \tilde{u}_1 + \tilde{u}_2$. Now we may verify \textit{a posteriori} whether this assumption is (approximately) true or not. To this end, in Figure 5 the subscale velocity components are plotted for the same point as for Figures 3 and 4. The nomenclature used in Figure 5 is as follows: $U_{sgs}$ and $V_{sgs}$ are the velocity subscale components obtained using the orthogonal residual-based VMS method, $U_{sgs}$ and $V_{sgs}$, with $i = 1$ and 2, are the subscale velocity components obtained using the term-by-term method (when $i = 1$ we refer to the convective subscale velocity and when $i = 2$ we refer to the pressure gradient subscale velocity) and, finally, $U_{sgs12}$ and $V_{sgs12}$ represent the sum of both subscale velocities for each component.

For linear elements, the difference between the subscale velocities obtained using the residual-based formulation and those obtained using the term-by-term formulation come from the cross local inner terms, and therefore, the subscale velocities do not necessarily have to be equal in both methods. However, as we can see in Figure 5 (top), the sum of both velocity subscales is very close to the subscale obtained using the residual-based formulation, and the shape of the curve is exactly the same. The results for quadratic ele-
ments are shown in Figure 5 (bottom). In this case, the presence of the Laplacian term in the residual-based formulation increases the difference between the subscale velocities of the two methods compared; however, again the shape of the curves is the same.

5.2. Flow in a differentially heated cavity with aspect ratio 8

In thermally coupled problems, the 8:1 aspect ratio planar cavity is a common benchmark to check new formulations. In this work, we use it to show that the dynamic term-by-term formulation is highly robust even in chaotic cases where the time step size needs to be small to reproduce the dynamics of the problem. This numerical requirement could generate local instabilities that come from the space-time discretization restriction that must to be satisfied for quasi-static formulations, as discussed in Subsection 3.3 (see Eq. (26)).

The thermal model we consider is based on the simplest Boussinesq assumption. In this case, the body force $f$ in the momentum equation (1) is given by $f = \beta g (T - T_{\text{ref}})$, where $\beta$ is the thermal expansion coefficient, $g$ the gravity acceleration vector (of norm $g$), $T$ the temperature (not time, now) and $T_{\text{ref}}$ the reference temperature. The temperature is obtained by solving the energy equation. The Navier-Stokes equations are solved using the formulation presented in this work, whereas the heat equation is solved using the orthogonal subgrid scale approach detailed in [32].

The geometry of the problem is defined as a rectangle eight times higher than wide. The computational domain is defined as $[0, 1] \times [0, 8]$. The mesh used is a structured one, exponentially concentrated close to the walls, formed by 6000 linear quadrilateral elements and 6171 nodal points; it is showed in Figure 6. As velocity
boundary conditions, the non-slip prescription is imposed on all walls, while as temperature conditions the left wall is defined as the hot wall, with a temperature $T_H = 600$, while the left wall is defined as a cold wall, with a temperature $T_C = 300$. The horizontal walls are set as adiabatic.

The Rayleigh number defined as $\text{Ra} = \frac{\rho^2 g \beta T_c (T_H - T_C)}{\kappa \mu}$ is the dimensionless number that defines the type and the regime of the flow. In this definition, $c_p$ the specific heat, $\kappa$ the conductivity of the fluid and $L$ a characteristic length, taken in our case as the cavity width.

In Figures 7 and 8 some qualitative results for this problem are presented. In Figure 7 the temperature contour-lines and the streamlines are presented for a periodic case (first bifurcation) defined by $\text{Ra} = 3.45 \times 10^5$ and for a chaotic case, in which $\text{Ra} = 1 \times 10^7$. The time step size used to solve these cases was $\delta t = 0.1$ for the periodic case and $\delta t = 0.025$ for the chaotic one.

The subscale variables are calculated at the numerical integrations points within each element domain. In Figure 8, the magnitude of the finite element velocity and the magnitude of the subscale velocities are presented as contours at the nodal points. In the legend, $\text{Vesg}_1$ represents the convective subscale velocity.
magnitude, while \( \text{Vesg}_{z} \) represents the pressure gradient subscale velocity magnitude, in both cases using an automatic smoothing (projection) from the integration points to the nodes (this is why some negative values are obtained).

It is well known for the \( 8 : 1 \) planar case of the differentially heated cavity that the critical Rayleigh number (first Hopf bifurcation) that gives place to a time dependent flow is close to \( 3.45 \times 10^5 \). For this case, both the quasi-static and dynamic term-by-term formulations work well. However, for \( Ra = 1 \times 10^7 \), where the flow is chaotic, the quasi-static version begins to show signs of instability, if the time step size is reduced. For chaotic flows it is crucial for a good resolution of the physics of the problem to be able to use very small time step sizes. In Figure 9(top), the phase diagram for the quasi-static (left) and for the dynamic (right) versions of the term-by-term stabilized finite element formulation are presented using a time step size of \( \delta t = 0.003125 \). Note that for this case \( \tau_{1, \min} \approx 0.5 \times 10^{-4} \). It is evident than the dynamic version yields a smoother curve without any instability. To complement this phase-diagram, the pressure evolution of the same point is presented for a time interval of 2 time units. Some instabilities can be observed in the quasi-static case (left), whereas they do not appear in the dynamic case (right). A similar pattern has been reported for the residual-based VMS formulation in [33].

5.3. Cubic Lid-driven cavity flow

The cubic lid-driven cavity flow problem is a classical benchmark used in the three-dimensional case. According to the numerical results presented in [34], who investigated a set of subcritical and slightly super-critical flows in a cubic lid-driven cavity, the steady transition occurs via a subcritical Hopf bifurcation at a Reynolds number \( Re_{cr} \approx 1914 \), being this Reynolds number based on the length of the side of the cube and the velocity prescribed on the top lid (zero velocity is prescribed elsewhere). In a more recent experimental work [35], the steady-unsteady transition has been defined over the range \( 1700 < Re_{cr} < 1970 \). Beyond a Reynolds number \( Re > 1970 \), the flow becomes oscillatory.

To prove the capability of the proposed formulation to solve three-dimensional problems and to show that the method yields smooth and stable solutions for transient 3D flows without perturbing the beginning of the Hopf bifurcation, we solve the cubic lid-driven cavity flow for \( Re = 1970 \) using a very coarse mesh (with respect to those used in papers devoted to the analysis of Hopf bifurcations) of \( 45 \times 45 \times 45 \) hexahedral trilinear elements shown in Figure 10. For this problem we set the magnitude of the lid-driven velocity to 1. The computational domain is defined as \( \Omega = [-0.5, 0.5] \times [-0.5, 0.5] \times [-0.5, 0.5] \). The kinematic viscosity is defined as \( \nu = \frac{1}{Re} \).

The time step value was set to \( \delta t = 0.1 \). A convergence study based on capability of the mesh to capture the boundary layer associated to the vertical velocity in the horizontal middle cross line was done, corresponding to a steady state case close to the problem analyzed (\( Re = 1900 \)). In Figure 10 (right) it is seen that the three meshes analyzed (\( 45^3 \), \( 80^3 \) and \( 100^3 \) nodes) yield almost overlapped results and, from this fact, the coarsest mesh was used for this numerical example, with the size distribution shown in Figure 10 (left).

In Figure 11, streamlines at three different time instants are presented to show the time-dependent nature of the solution. The zoom is located at the bottom left corner of the mid plane \( y = 0 \). Note that the mesh used is very coarse to solve this type of problems; however, the dynamic term-by-term formulation is capable to capture the bifurcated solution.
Figure 8: Magnitude of velocity, from left to right: finite element velocity, convective velocity subscale and pressure gradient velocity subscale for the $Ra = 1 \times 10^7$ case.
Figure 9: Top: Phase diagram (pressure v/s temperature) for $Ra = 1 \times 10^7$ at point $(0.05, 4)$: quasi-static term-by-term formulation (left) and dynamic term-by-term (right). Bottom: pressure evolution at point $(0.05, 4)$ for an arbitrary time interval using the quasistatic formulation (left) and dynamic formulation (right).

Figure 10: Mesh used for the cubic lid-driven cavity problem (left) and mesh convergence study (right).
Finally, in Figure 12 a representative snapshot is shown to present the flow pattern. In this figure the streamlines are plotted for a view of the plane $xz$.

6. Conclusions

In this work, we have proposed and analyzed an orthogonal dynamic term-by-term VMS method to solve incompressible flows. The orthogonal projections and the time tracking of the two velocity subscales, the convective one and the pressure gradient one, are the key ingredients. The main conclusions of the paper are summarized next:

- The formulation has proven to be highly robust in all numerical tests, in laminar and in chaotic flows, in $2D$ and $3D$ examples, using linear and quadratic elements, and for structured and unstructured meshes.
- The orthogonal projections ensure that the consistency errors are of optimal order, a key point to use high order elements.
- The dissipative structure of the formulation has been analyzed and proved to be the correct one, opening the door to use the formulation in turbulent flows.
- The tracking of the subscales in time ensures stability even for anisotropic space-time discretizations, which has been proven mathematically (in a simplified case) and numerically up to the limit case $\delta t \approx \tau_{1,\text{min}}$, both using linear and quadratic elements.
Figure 12: Velocity streamlines snapshot for the cubic lid-driven cavity problem.

- The independency of the two subscale velocity components has been demonstrated numerically, even using quadratic elements. Recall that an argument supporting this independency is the close-to-solenoidal structure of the convective velocity subscale and the potential structure of the pressure gradient velocity subscale. Nevertheless, these properties are not mandatory in the design of the method.
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